'Conversation stoppers' fight deadly bacterial infections

SAN FRANCISCO - Bacterial infections are becoming more deadly worldwide due to increased resistance to antibiotics. Now, chemists at the University of Wisconsin-Madison have developed a powerful strategy to fight these deadly infections: Instead of killing the bacteria directly, the scientists designed a group of compounds that can block the chemical signals that the bacteria use to communicate in an effort to stop their spread.


These compounds, small organic molecules that they call 'conversation stoppers,' could help deliver a powerful one-two punch to knock out deadly infections when combined with the killing power of antibiotics, the scientists say. In addition, these 'conversation stoppers' do not target bacterial growth, so the potential for the development of bacterial resistance is minimized. This research, which is funded by the National Institutes of Health, could lead to new drugs to fight infections, was described today at the 232nd national meeting of the American Chemical Society.


"There is an urgent, global need for new antibacterial therapies," says study leader Helen Blackwell, Ph.D., an assistant professor of chemistry at the University. "The ability to interfere with bacterial virulence by intercepting bacterial communication networks represents a new therapeutic approach and is clinically timely."
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Bacteria use chemical signals to initiate the majority of human infections. When these signals reach a certain threshold (in a process known as quorum sensing), pathogenic bacteria will change their mode of growth and produce virulence factors that lead to infection. These chemical signals also trigger the bacteria to produce slimy biofilms that cloak the bacteria and make the colony physically resistant to antibiotics.


Attempts to block bacterial quorum sensing are being conducted by a growing number of research groups. Many of these studies have focused on a group of small molecules called N-acylated L-homoserine lactones (AHLs), which are key signaling molecules used by Gram-negative bacteria.

Bacteria can aggregate and produce dangerous biofilms that make them physically resistant to antibiotics. Researchers at the University of Wisconsin-Madison have designed a group of compounds that show promise for blocking biofilm formation, a strategy that could one day result in new drugs to fight infections.

But discovery of these molecules has been a relatively slow process until now. Blackwell and her associates have found that the use of 'microwave-assisted chemistry,' a novel laboratory technique for heating chemical reactions using microwaves, can dramatically accelerate the synthesis of AHL analogs that can either block or stimulate bacterial communication.


"Using microwave heating and combinatorial techniques to generate libraries of molecules, we can now produce and test in one day a group of compounds that previously would have taken a month to study using conventional techniques," Blackwell says.


So far, the researchers have identified at least two compounds that show particular promise at blocking biofilm formation in Pseudomonas aeruginosa, a bacterium that is a common cause of death in people with cystic fibrosis, AIDS and severe burns. In collaborative research with Fred Ausubel, Ph.D., a molecular biologist at Massachusetts General Hospital in Boston, Blackwell and her colleagues demonstrated that several of these compounds can extend the lives of worms infected with P. aeruginosa.


Recently, Blackwell designed 'conversation stoppers' that are specific to one bacterial strain and not others, allowing more efficient, selective attack on specific bacterial strains. This selectivity can help avoid disrupting beneficial bacteria, such as those in the gut that aid digestion, she says.


Some 'conversation stoppers' also hold promise for fighting crop diseases, biofilm formation on medical implants and catheters, and even bioterror agents. More studies are needed, says Blackwell, adding that her compounds haven't been tested in humans or plants but says that those tests are anticipated.
Compounds in cranberry juice show promise as alternatives to antibiotics

A group of tannins found primarily in cranberries can transform E. coli bacteria, a class of microorganisms responsible for a host of human illnesses, including urinary tract infections, in ways that render them unable to initiate an infection.

WORCESTER, Mass. – September 8, 2006 – Compounds in cranberry juice have the ability to change E. coli bacteria, a class of microorganisms responsible for a host of human illnesses (everything from kidney infections to gastroenteritis to tooth decay), in ways that render them unable to initiate an infection. The results of this new research by scientists at Worcester Polytechnic Institute (WPI) suggest that the cranberry may provide an alternative to antibiotics, particularly for combating E. coli bacteria that have become resistant to conventional treatment.


The new findings, which will be presented on Sunday, Sept. 10, at the annual meeting of the American Chemical Society in San Francisco, for the first time begin to paint a detailed picture of the biochemical mechanisms that may underlie a number of beneficial health effects of cranberry juice that have been reported in other studies over the years.


Many of those studies have focused on the ability of cranberry juice to prevent urinary tract infections (UTIs), which each year affect eight million people–mostly women, the elderly, and infants-resulting in $1.6 billion in health care costs. Until now, scientists have not understood exactly how cranberry juice prevents UTIs and other bacterial infections, though they have suspected that compounds in the juice somehow prevent bacteria from adhering to the lining of the urinary tract. The new findings reveal how the compounds interfere with adhesion at the molecular level.


The new results will be incorporated in two presentations during a session that runs from 8:30 to 11:40 a.m. in the Windsor Room of the Sir Francis Drake Hotel.


The research, by Terri Camesano, associate professor of chemical engineering at WPI, and graduate students Yatao Liu and Paola Pinzon-Arango, and funded, in part, by the National Science Foundation, shows that a group of tannins (called proanthocyanidins) found primarily in cranberries affect E. coli in three devastating ways, all of which prevent the bacteria from adhering to cells in the body, a necessary first step in all infections:


* They change the shape of the bacteria from rods to spheres.


* They alter their cell membranes.


* They make it difficult for bacteria to make contact with cells, or from latching on to them should they get close enough.


For most of these effects, the impact on bacteria was stronger the higher the concentration of either cranberry juice or the tannins, suggesting that whole cranberry products and juice that has not been highly diluted may have the greatest health effects.


The new results build on previously published work, in which Camesano and her team showed that cranberry juice causes tiny tendrils (known as fimbriae) on the surface of the type of E. coli bacteria responsible for the most serious types of UTIs to become compressed. Since the fimbriae make it possible for the bacteria to bind tightly to the lining of the urinary tract, the change in shape greatly reduces the ability of the bacteria to stay put long enough to initiate an infection.


More recently, Camesano and Liu have shown that chemical changes caused by cranberry juice also create an energy barrier that keeps the bacteria from getting close to the urinary tract lining in the first place.


New work by Camesano and Pinzon-Arango shows that cranberry juice can transform E. coli bacteria in even more radical ways. The researchers grew E. coli over extended periods in solutions containing various concentrations of either cranberry juice or tannins. Over time, the normally rod-shaped bacteria became spherical-a transformation that has never before been observed in E. coli.


Remarkably, the E. coli bacteria, all of which fall into a class called gram-negative bacteria, began behaving like gram-positive bacteria-another never-before-seen phenomenon. Since gram-negative and gram-positive bacteria differ primarily in the structure of their cell membranes, the results suggest that the tannins in cranberry juice can alter the membranes of E. coli.


A final, more preliminary result that will be presented at the ACS meeting suggests that E. coli bacteria exposed to cranberry juice appear to lose the ability to secrete indole, a molecule involved in a form of bacterial communication called quorum sensing. E. coli use quorum sensing to determine when there are enough bacteria present at a certain location to initiate a successful infection.


"We are beginning to get a picture of cranberry juice and, in particular, the tannins found in cranberries as, potentially potent antibacterial agents," Camesano says. "These results are surprising and intriguing, particularly given the increasing concern about the growing resistance of certain disease-causing bacteria to antibiotics."
A public health lesson from 9/11: To curb the flu, limit flights

Analysis shows a delayed 2001-2002 influenza season


A detailed analysis of influenza patterns indicates that the sharp dip in air travel after September 11, 2001 slowed flu spread and delayed the onset of the 2001-2002 U.S. flu season, report researchers at Children's Hospital Boston. Their findings, published in the September 12, 2006 issue of the online journal PLoS Medicine, suggest that limiting airline volume could buy critical time during a flu pandemic.


Most previous investigations of the effect of air travel on influenza spread have relied on simulations of flu activity rather than actual data.


"The post-September 11th flight ban was a natural experiment on the effect of flight restrictions on disease spread," says John Brownstein, PhD, the paper's lead author and a faculty member of the Children's Hospital Informatics Program (CHIP) at the Harvard-MIT Health Sciences and Technology program. "For the first time we've been able to show, using real data, that air travel spreads the flu, suggesting that reducing the number of air passengers might ameliorate a flu pandemic."


The spread of avian flu (H5N1) in Asia and Europe, including some likely cases of person-to-person transmission, has intensified debate over whether flight restrictions should be imposed to curb emerging flu pandemics. Both the World Health Organization (WHO) and the United States government are considering such restrictions.


Using data on influenza mortality from the Centers for Disease Control and Prevention (CDC), Brownstein and senior investigator, Kenneth Mandl, MD, MPH, a CHIP faculty member and an attending physician in Children's Department of Emergency Medicine, measured the rate of influenza spread across the U.S. during nine flu seasons, from 1996-97 to 2004-05.


During the first five flu seasons, flu mortality consistently peaked on or around February 17. But in the flu season after September 11, 2001, the peak was delayed until March 2, nearly two weeks later than average. In subsequent years, the peaks moved back toward February 17 as airline activity resumed its pre-9/11 levels.


In addition, analysis of laboratory surveillance data from the WHO and CDC showed that in the 2001-2002 flu season, it took 53 days for flu to spread across the U.S., 60 percent longer than the average time of 33 days.


By contrast, in France, where flight restrictions were not imposed, there was no delay in flu activity during the 2001-2002 flu season.
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Before and after the 9/11 attacks, influenza mortality tended to peak on or around February 17 (blue line). But in the flu season after the attacks, the peak was delayed until March 2, 2002. International airline volume for September (red line) was almost a mirror image, falling to its lowest point just after the 9/11 attacks. There was also a residual effect on air travel in 2002, leading to a later flu peak in 2003 as well (February 29). Courtesy John Brownstein, PhD, Children's Hospital Informatics Program

Brownstein and Mandl, both also of Harvard Medical School, then compared their data on flu spread with monthly estimates of passengers on domestic and international flights, obtained from the U.S. Department of Transportation.


For domestic flights, airline volume in November 2001 was an especially strong predictor of flu spread. With the Thanksgiving holiday, November is typically one of the busiest travel months of the year, but in 2001, many people kept close to home or sought other forms of travel.


"Thanksgiving is when new flu strains often spread across the country," Brownstein notes.


For international flights, volume during September most strongly predicted the U.S. flu peak, suggesting that September is a key month for introduction of foreign flu strains. In September 2001, international flights fell 27 percent (from 4.9 to 3.5 million passengers), and peak flu mortality that winter was delayed by two weeks. In 2002, international travel was still down by 10 percent, and the U.S. peak was again delayed.


"When we first looked at our data we noticed that the 2001-2002 flu season was highly aberrant," Mandl recounts. "At first we thought it was a problem with the data, but then we realized we were seeing the shadow of September 11th cast upon the influenza season."
Brown seaweed contains promising fat fighter, weight reducer

SAN FRANCISCO - Chemists in Japan have found that brown seaweed, a flavor component used in many Asian soups and salads, contains a compound that appears in animal studies to promote weight loss by reducing the accumulation of fat. Called fucoxanthin, the compound achieved a 5 percent to 10 percent weight reduction in test animals and could be developed into a natural extract or drug to help fight obesity, the researchers say.


The compound targets abdominal fat, in particular, and may help reduce oversized guts, the scientists say. Their study was presented today at the 232nd national meeting of the American Chemical Society.


Fucoxanthin is a brownish pigment that gives brown seaweed its characteristic color and also conducts photosynthesis (the conversion of light to energy). It is found at high levels in several different types of brown seaweed, including a type of kelp that is used in traditional Japanese miso soup. But fucoxanthin is not found in abundance in green and red seaweed, which also are used in many Asian foods, the researchers say.


The brown seaweed used in the current study was Undaria pinnatifida, a type of kelp also known as wakame, which is widely consumed in Japan. As kelp forests are found in abundance along the California coast, the new research findings could represent a potentially lucrative market if kelp - of which there are many varieties - can be developed into effective anti-obesity drugs, according to the scientists.


"I hope that our study [points to a way to] help reduce obesity in the U.S. and elsewhere," says study leader Kazuo Miyashita, Ph.D., a chemistry professor at Hokkaido University in Hokkaido, Japan. The compound appears to fight fat through two different mechanisms, he says.


The study involved more than 200 rats and mice. In obese animals fed fucoxanthin, the compound appeared to stimulate a protein, UCP1, that causes fat oxidation and conversion of energy to heat, Miyashita says. The protein is found in white adipose tissue, the type of fat that surrounds internal organs. As the abdominal area contains abundant adipose tissue, the compound might be particularly effective at shrinking oversized guts, the researcher says. This is the first time that a natural food component has been shown to reduce fat by targeting the UCP1 protein, he says.


The pigment also appeared in animal studies to stimulate the liver to produce a compound called DHA, a type of omega-3 fatty acid, at levels comparable to fish oil supplementation. Increased levels of DHA reduce 'bad cholesterol' (low density lipoprotein), which is known to contribute to obesity and heart disease. But unlike fish oil supplements, fucoxanthin doesn't have an unpleasant smell, Miyashita says. No adverse side effects from fucoxanthin were reported in the mice and rats used in the study.


But eating lots of seaweed is not the quickest or most convenient path to weight loss, Miyashita cautions. He notes that a person would probably need to eat huge amounts of brown seaweed daily to cause noticeable weight loss. That's because fucoxanthin is tightly bound to proteins in the seaweed and is not easily absorbed in the form of whole seaweed. However, he hopes to extract the most active form of fucoxanthin from brown seaweed so that it can be developed into a pill that people can take daily or as needed.


Human studies are planned, the researcher says, but adds that it may take three to five years before such an anti-obesity pill is available to consumers. Until then, people should continue to eat a well-balanced diet and get plenty of exercise, he says. Funding for the current study was provided by the Japanese government.
Forgetful? You may be losing more than just your memory

ST. PAUL, Minn. - Older adults who complain their "mind is going" may be losing a part of their brain along with their memory, according to a study published in the September 12, 2006, issue of Neurology, the scientific journal of the American Academy of Neurology.


The study, which looked at 120 people over the age of 60, found people who complained of significant memory problems but still had normal performance on memory tests had reduced gray matter density in their brains even though they weren't diagnosed with Alzheimer's disease or mild cognitive impairment (MCI), which is a transition stage between normal aging and the more serious problems caused by Alzheimer's disease.


When compared to healthy individuals, the study found people who complained of significant memory problems had a three-percent reduction in gray matter density in an area known to be important for memory; there was a four-percent reduction among individuals diagnosed with MCI.


"Significant memory loss complaints may indicate a very early "pre-MCI" stage of dementia for some people. This is important since early detection will be critical as new disease modifying medications are developed in an effort to slow and ultimately prevent Alzheimer's disease," said study author Andrew Saykin, PsyD, Professor of Psychiatry and Radiology at Dartmouth Medical School in Lebanon, New Hampshire, and an affiliate member of the American Academy of Neurology.


While normal aging, MCI and Alzheimer's disease have been associated with the loss of gray matter in the brain, this is believed to be the first study to quantitatively examine the severity of cognitive complaints in older adults and directly assess the relationship to gray matter loss.


Saykin says the findings highlight the importance of cognitive complaints in older adults, and suggest that those who complain of significant memory problems should be evaluated and closely monitored over time. Memory complaints, a cardinal feature of MCI which confers high risk for Alzheimer's disease, are reported in 25 to 50-percent of the older adult population.
Replacing insulin is top-ranked breakthrough foreseen for health in developing world

Experts rank top 10 ways of improving health in poor countries from emerging stem cell and related technologies


Eliminating the need for costly insulin injections for diabetics, regenerating heart muscle after it fails, and improving resistance to disease by engineering immune cells top a list of 10 potential breakthroughs for health in developing countries seen emerging from the new world of regenerative medicine, according to a study published today in the prestigious journal Public Library of Science (PLoS) Medicine.


Conducted by University of Toronto researchers (from the McLaughlin Centre for Molecular Medicine, the Canadian Program on Genomics and Global Health, and the U of T Joint Centre for Bioethics), the study says regenerative medicine has the potential to help developing countries address a suite of disastrous health problems, foremost among them a diabetes epidemic.


However, the study notes that in developed countries, where most of the cutting-edge science research occurs today, health-related priorities differ greatly from those of developing countries, which therefore should develop their own expertise and capacity.


"Though largely neglected by the field of regenerative medicine to date, we suggest that developing countries could potentially benefit from advances in regenerative medicine to address the epidemic of non-communicable disease and other pressing health needs," the authors say.


Regenerative medicine combines know-how from diverse disciplines to repair, replace or regenerate cells, tissues or organs impaired by congenital defects, disease, trauma and other causes. It moves beyond traditional transplant and replacement therapies to include the use of stem cells, soluble molecules, genetic engineering, tissue engineering, and advanced cell therapy.


There is increasing research in regenerative medicine in both developed and developing countries. Already regenerative medicine has produced a skin substitute (Apligraf), a bone regenerating therapy (Osteocel) and other medical breakthroughs. An eye institute in India (L.V. Prasad) has used adult stem cell therapy to repair the corneas of over 125 blind patients; an estimated 60% of blindness in poor communities is treatable. Regenerative medicine holds the promise of more affordable treatments than corneal grafts and of offsetting shortages of donor material.


The study, the first of its kind:


* Identifies and prioritizes applications of regenerative medicine that could effectively improve health in developing countries;


* Assesses the feasibility of building developing countries' capacity in regenerative medicine, and


* Offers recommendations for developed and developing countries alike.


An international panel of experts was involved in the study to identify the 10 most promising applications of regenerative medicine for improving health in developing countries. 35 of 44 experts in the study placed atop their list: "Novel methods of insulin replacement and pancreatic islet cell regeneration for diabetes."


Many panellists noted the heavy health, social and economic burdens that result from widespread diabetes in developing countries. Controlling that disease would consequently reduce complications such as blindness, heart disease, chronic kidney disease and diabetic ulcers, they noted, adding that repeated insulin treatments are costly and therefore inaccessible to many developing country patients.


The 2nd-ranked application, regenerating failed heart muscle using the patient's own cells, is being successfully tested in several countries and will help address fast-rising rates of heart disease in developing countries. In addition to saving lives, such therapies could reduce the cost of treating heart failure by avoiding immune rejection and costly immunosuppressive regimens.


The 3rd-ranked application: using engineered immune cells and novel vaccination strategies to improve immunity from infectious disease, would assist countless developing country victims, many of them their societies' youngest members.


These technologies could improve a person's ability to fight off infection and new strains of HIV/AIDS, tuberculosis, hepatitis, malaria and other common diseases.  The full Top 10 list is appended.

About the study


Some 44 international experts and clinicians from relevant fields – three quarters of them from developing countries – were canvassed using three rounds of the Delphi technique to reach consensus on the 10 most promising applications of regenerative medicine for improving health in developing countries.


They used six criteria in their rankings:


* Burden: Will the application address some of the most pressing health needs of developing countries?


* Impact: Will the application be an improvement over existing treatment options and have a clear impact towards improving health in developing countries?


* Feasibility: Can the application reasonably be developed and deployed within a 10 year timeframe?


* Affordability: Will the application be affordable to develop and/or use in developing countries?


* Acceptability: Is the application safe, and socially, ethically, and legally acceptable?


* Indirect Benefits: Does the application provide benefits, such as capacity building or economic benefits, which could indirectly improve health in developing countries?

Huge Numbers of Potential Patients Worldwide


A report from the US National Academies of Science, Stem Cells and the Future of Regenerative Medicine, estimates over 100 million potential US patients could benefit from such stem cell-based therapies, including victims of cardiovascular disease, auto-immune diseases, diabetes, cancer, neurodegenerative diseases and burns.


Chronic diseases, the primary targets of regenerative medicine, affect people at a younger age in developing than developed countries. They are also much more likely to be prevalent in the poor and have resulted in more deaths in 2005 than infectious disease, maternal and perinatal conditions, and nutritional deficiencies combined.


The authors say low and middle income countries as a group report 80% of all chronic disease deaths, over 95% of deaths due to infectious disease, and almost 90% of deaths due to injury and trauma.


Even though developing countries suffer more than developed countries from the medical problems targeted by regenerative medicine, "there has been no attempt to understand systematically how regenerative medicine could contribute to improving health in developing countries," the authors say.

Building Capacity in Developing Countries for Regenerative Medicine


While developed countries share large interests in treatments for such chronic illnesses as diabetes and heart disease, the developed world is relatively less concerned about finding applications to combat infectious diseases - immune system enhancement and biocompatible blood substitutes that can be sterilized to avoid costly screening measures, for example.


"Whether developing countries choose to build capacity in regenerative medicine themselves or whether they wait to adopt therapies developed first elsewhere may depend both on their economic position and on the level of research attention a particular regenerative medicine application is receiving in industrialized nations. However, as highlighted in the 2005 report of the UN Task Force on Science, Technology, and Innovation, domestic innovation by developing countries is important as it is more likely to be targeted towards local health needs and can be a contributor to health and economic development," the authors say.


"In addition, previous studies of the health biotechnology sectors in developing countries have shown that local innovation in science and technology can lead to more affordable treatments for the populations of developing countries.


India's Shantha Biotechnics, for instance, has developed a recombinant hepatitis B vaccine that sells for only $US O.40 per dose as compared to imported vaccines which sell for $US 8-10 per dose."


Leaders among developing countries in their level of regenerative medicine activity are India, China and Brazil.


The authors say the study results represent a potential guide for the policy formulation at international and bilateral aid agencies, and within developing countries.


And they recommend:


* An initiative on Grand Challenges in Non-communicable Diseases, modelled on the success of Grand Challenges in Global Health initiative, sponsored in part by the Bill and Melinda Gates Foundation. The initiative would work to remove the barriers - behavioural, scientific, and technological – to preventing and managing non-communicable diseases. Establishment of such an initiative would encourage the regenerative medicine community to develop products and approaches that are applicable, affordable, and accessible to the developing world.


* That governments of developing countries evaluate regenerative medicine technologies and investigate potential collaborations with both industrialized and developing countries as a way to build national capacity.


* That industrialized country governments devote a portion of research and development spending to challenges facing developing countries. Such a commitment would provide the means to pursue the proposed Grand Challenges in Non-communicable Diseases initiative and provide incentives to develop regenerative medicine therapies that are relevant, accessible and affordable to the developing world.


"The threat of non-communicable diseases in developing countries has been largely ignored by the international community but these are now reaching epidemic proportions in many places, creating a difficult burden for poor nations.


As with many other health technologies, for example vaccines, it is people in the developing world, where 90% of humankind lives, that may ultimately derive the most benefit," says senior responsible author Abdallah Daar, Director of Ethics and Policy of the U of T McLaughlin Centre for Molecular Medicine.


"While there are no easy solutions to the complex challenges facing developing countries, these technologies offer real promise in the field of health. It is a young field and there's great opportunity to shape it now while it is developing." says Heather Greenwood of the Canadian Program on Genomics and Global Health.


Says co-author Halla Thorsteinsdottir of the CPGGH: "Our recent study of developments in regenerative medicine indicate that researchers in, for example, India, are taking regenerative medicine very seriously and there are government policies meant to energize research in this field,"


Adds Peter Singer, Senior Scientist at the McLaughlin Centre for Molecular Medicine, who has been researching the commercialization of health technologies in developing countries and the many innovations being pursued by the private and academic sectors in China: "Just like cell phones have completely revolutionized communication in the developing world, biotechnology - and in particular regenerative medicine - could in the future provide new ways to deal with old health problems plaguing millions of people."

The full Top 10 list (maximum possible total score: 440)


Ranking: 1 Score: 415
Application of Regenerative Medicine: Novel methods of insulin replacement and pancreatic islet regeneration for diabetes·

Examples Identified by the Panelists


* Bone marrow stem cell transplantation for pancreatic regeneration


* Microencapsulation (e.g. poly-lactide-co-glycolide) for immunoisolation of transplanted islets


* Cultured insulin-producing cells from embryonic stem cells, pancreatic progenitor cells, or hepatic stem cells


* Genetically engineered cells to stably express insulin and contain a glucose-sensing mechanism

Ranking: 2 Score: 358

Application: Autologous cells for the regeneration of heart muscle

Examples:


* Myocardial patch for cardiac regeneration


* Direct injection of autologous bone marrow mononuclear cells for cardiac repair


* Stromal cell injection for myocardial regeneration


* Localized angiogenic factor therapy through controlled release systems or gene therapy

Ranking: 3 Score: 339

Application: Immune system enhancement by engineered immune cells and novel vaccination strategies for infectious disease

Examples:


* Genetically engineered immune cells to enhance or repair immune function


* Single-injection DNA vaccines

Ranking: 4 Score: 272

Application: Tissue engineered skin substitutes, autologous stem or progenitor cells, intelligent dressings, and other technologies for skin loss due to burns, wounds, and diabetic ulcers

Examples:


* Bilayered living skin constructs (e.g. Apligraf)


* Engineered growth factors (e.g. rbbFGF, rhEGF) applied in conjunction with topical treatments (e.g. SD-Ag-Zn cream)


* Intelligent dressings composed of a slow-releasing growth hormone polymer


* Epithelial cell sprays

Ranking: 5 Score: 238

Application: Biocompatible blood substitutes for transfusion requirements

Examples:


* Polyhemoglobin blood substitutes for overcoming blood shortages and contamination issues

Ranking: 6 Score: 200

Application: Umbilical cord blood banking for future cell replacement therapies and other applications

Examples:


* Preserved umbilical cord blood stem cells to provide future cell replacement therapies for diseases such as diabetes, stroke, myocardial ischemia, and Parkinson's disease


* Pooled cord blood for the treatment of leukemia

Ranking: 7 Score: 157.5

Application: Tissue engineered cartilage, modified chondrocytes, and other tissue engineering technologies for traumatic and degenerative joint disease

Examples:


* Matrix-induced Autologous Chondrocyte Implantation (MACI) for cartilage repair


* Tissue engineered cartilage production using mesenchymal stem cells

Ranking: 8 Score: 121.5

Application: Gene therapy and stem cell transplants for inherited blood disorders

Examples:


* Genetically-engineered hematopoietic stem cells to restore normal blood production in â-thalassemic patients

Ranking: 9 Score: 105.5

Application: Nerve regeneration technologies using growth factors, stem cells, and synthetic nerve guides for spinal cord and peripheral nerve injuries

Examples:


* Synthetic nerve guides to protect regenerating nerves


* Embryonic stem cell therapy for spinal cord regeneration


* Growth factor-seeded scaffolds to enhance and direct nerve regeneration

Ranking: 10 Score: 80

Application: Hepatocyte transplants for chronic liver diseases or liver failure

Examples:


* Microencapsulation of hepatocytes to prevent immunological reaction


* Derivation of hepatocytes for transplantation from embryonic stem cells


* Transdifferentiation of hepatocytes for transplantation from bone marrow cells
Life and death in the USA: New study concludes there are 'Eight Americas'


Life expectancy in the United States shows some remarkable variations – from place to place, and between races. Researchers have now analysed the figures to conclude that the health of the American people divides them into 'Eight Americas' – based on their race, country of residence, and a few other community characteristics – with striking differences between them. For example, in 2001, the life expectancy gap between the 3.4 million high-risk urban black males and the 5.6 million Asian females was nearly 21 years.


Researchers at Harvard School of Public Health decided that if they could find a way of dividing the people of the US into groups based on a small number of characteristics – such as county of residence, race, and income – then it would help make clear the most important factors accounting for the differences in life expectancy. Their findings have been published in PLoS Medicine.


The researchers used data from the US Bureau of the Census and the National Center for Health Statistics (at the Centers for Disease Control) to calculate death rates for the years 1982–2001. They took note of the county of residence and of the race of all the people who died during that period of time. This enabled them to calculate the death rates for all 8,221 'race-county units' (all of the individuals of a given race in a given county). They experimented with different ways of combining the race-counties into a small and manageable number of groups and eventually settled on their Eight Americas, each containing millions or tens of millions of people.


For each 'America' the researchers estimated life expectancy, the risk of death from specific diseases at different ages, the proportion of people who had health insurance, and people's routine encounters with healthcare services. They also created maps of life expectancies for the US counties. They named their eight Americas as follows: Asians, northland low-income rural whites, Middle America, low-income whites in Appalachia and the Mississippi Valley, western Native Americans, black Middle America, southern low-income rural blacks, and high-risk urban blacks.


Many striking differences in life expectancy were found between the eight groups. In 2001, the life expectancy gap between the 3.4 million high-risk urban black males and the 5.6 million Asian females was nearly 21 years. Within the sexes, the life expectancy gap between the best-off and the worst-off groups was 15.4 years for males (Asians versus high-risk urban blacks) and 12.8 years for females (Asians versus low-income rural blacks in the South). These differences are as large as those observed between Japan, the nation with the best life expectancy, and many low-income developing countries. Chronic diseases like heart disease and injuries, much of which is preventable through known effective interventions, were mainly responsible for these differences. The gaps between best-off and worst-off were similar in 2001 to what they were in 1987.


Health 'inequalities' in the US are large by all international standards, and are showing no sign of reducing. The researchers say that social and economic reforms could help change the situation. However, the public health system should also improve the way in which it deals with risk factors for chronic diseases and injuries, particularly in order to help the groups with the highest death rates.
Table 1. Definitions and Basic Sociodemographic Characteristics of the Eight Americas
	
	General Description
	Population (Millions)
	Average Income Per Capita
	Percent Completing High School
	Definition

	1
	Asian
	10.4
	$21,566
	80%
	Asians living in counties where Pacific Islanders make up less than 40% of total Asian population

	2
	Northland low income rural white
	3.6
	$17,758
	83%
	Whites in northern plains and Dakotas with 1990 county-level per capita income below $11,775 and population density less than 100 persons/km2

	3
	Middle America
	214.0
	$24,640
	84%
	All other whites not included in Americas 2 and 4, Asians not in America 1, and Native Americans not in America 5

	4
	Low-income whites in Appalachia and the Mississippi Valley
	16.6
	$16,390
	72%
	Whites in Appalachia and the Mississippi Valley with 1990 county-level per capita income below $11,775

	5
	Western Native American
	1.0
	$10,029
	69%
	Native American populations in the mountain and plains areas, predominantly on reservations

	6
	Black Middle America
	23.4
	$15,412
	75%
	All other black populations living in countries not included in Americas 7 and 8

	7
	Southern low-income rural black
	5.8
	$10,463
	61%
	Blacks living in counties in the Mississippi Valley and the Deep South with population density below 100 persons/km2, 1990 county-level per capita income below $7,500, and total population size above 1,000 persons (to avoid small numbers)

	8
	High-risk urban black
	7.5
	$14,800
	72%
	Urban populations of more than 150,000 blacks living in counties with cumulative probability of homicide death between 15 and 74 y greater than 1.0% Population, income per capita, and education were calculated for race-county combinations from the 2000 US census.


DOI: 10.1371/journal.pmed.0030260.t001

SARS: No evidence that any of the treatments worked


The SARS virus set alarm bells ringing across the world when it first appeared in 2002, but now a review of the effectiveness of the treatments used against it has found no evidence that any of them worked. The review was commissioned by the World Health Organization and has been published in PLoS Medicine.


Severe acute respiratory syndrome (SARS) is caused by a virus; the main symptoms are pneumonia and fever. The virus is passed on when people sneeze or cough. In 2003 there were over 8,000 cases and 774 deaths worldwide. The situation was alarming, because the first ever cases only appeared in 2002, in China, and so the best way to treat this new disease was unknown.


Not many drugs are effective against viruses and all doctors can usually do with a viral disease is to treat symptoms like fever and inflammation, and rely on the body's own immune system to fight off the virus. However, in recent years a number of antiviral drugs have been developed (for example, there are several in use against HIV/AIDS) and there was hope that some of them might be active against SARS. Steroids have also been used in SARS treatment to try to reduce the inflammation of the lungs. To find out which, if any, of the potential treatments were effective, a number of research studies were carried out, both during and since the outbreak.


The World Health Organization (WHO) established an International SARS Treatment Study Group, which recommended that a 'systematic review' of potential SARS treatments should be carried out. In particular, it was considered important to bring together all the available evidence on the use of certain antiviral drugs (ribavirin, lopinavir and ritonavir), steroids, and proteins called immunoglobulins which are found naturally in human blood. The WHO group wanted to know how these treatments affected the virus outside the body ('in vitro') and whether it helped the condition of patients and reduced the death rate, especially in those patients who developed a dangerous complication called acute respiratory distress syndrome.


Researchers conducted a comprehensive search for information from research studies that fitted carefully pre-defined selection criteria. They found 54 SARS treatment studies, 15 in- vitro studies, and three acute respiratory distress syndrome studies. Some of the in-vitro studies with the antiviral drugs found that a particular drug reduced the reproduction rate of the viruses, but most of the studies of these drugs in patients were inconclusive. Of 29 studies on steroid use, 25 were inconclusive and four found that the treatment caused possible harm.


From the published studies, it is not possible to say whether any of the treatments used against SARS were effective. It is now many months since any new cases have been reported, but it is possible that the same or a similar virus might cause outbreaks in the future. It is disappointing that none of the research on SARS so far is likely to be useful in helping to decide on the best treatments to use in such an outbreak. The authors examined the weaknesses of the studies they found and urge that more effective methods of research should be applied in any future outbreaks. Their recommendations mean that researchers should be better prepared to learn from potential future outbreaks.
Public Library of Science

Islands spark accelerated evolution


The notion of islands as natural test beds of evolution is nearly as old as the theory itself. The restricted scale, isolation, and sharp boundaries of islands create unique selective pressures, often to dramatic effect. Following what's known as the "island rule," small animals evolve into outsize versions of their continental counterparts while large animals shrink. Giant tortoises and iguanas still inhabit the Galápagos and a few other remote islands today, but only fossils remain of the dwarf hippopotami, elephants, and deer that once lived on islands in Indonesia, the Mediterranean, and the Pacific Ocean. The fossil record suggests that these size changes occur rapidly after species become isolated on islands, but this long standing assumption has never been empirically examined in a systematic manner. Now, in a new study published in PLoS Biology, Virginie Millien confirms that island species undergo accelerated evolutionary changes over relatively short time frames, between decades and several thousand years.


Millien collected data from text, figures, and tables in an extensive survey of the published literature. From these datasets, she calculated a total of 826 evolutionary rates for 170 populations representing 88 species. Rates of evolutionary change, she found, decreased over time for both island and mainland species, with a slower rate of decrease for island species. The differences in evolutionary rates between island and mainland pairs also decreased over time, becoming statistically insignificant for intervals over 45,000 years. Overall, island species evolved faster than mainland species-a phenomenon that was most pronounced for intervals between 21 years through 20,000 years.


The finding that mammals evolve faster on islands, Millien argues, comports with the island evolution theory prediction that mammals respond to their new island homes with rapid morphological and size adaptations. The brisk pace of these changes may explain why the fossil record harbors few examples of intermediate forms between the mainland ancestor and island descendant. Millien's results are also consistent with the hypothesis that evolution rates for island species slow down after the initial period of accelerated change, approaching rates on the mainland.


If island species can evolve quickly, Millien argues, it stands to reason that mainland species retain a similar capacity. As habitat destruction continues to pose the number one threat to biodiversity, many mainland habitats are beginning to resemble islands, with isolated pockets of wildlife separated by degraded or developed lands. Thus, island species may serve as a model for understanding how mainland species will adapt to the rapidly changing environmental conditions brought on by habitat destruction and global warming. It appears that some mainland species are already responding like island species: a 1989 study followed the island rule in linking fragmented habitat to body size changes in 25 European mammals over the past 200 years. How long animals can continue to evolve in the face of these changes, however, remains to be seen.
Mechanism to Organize Nervous System Conserved in Evolution

By Sherry Seethaler


A study led by University of California, San Diego biologists suggests that, contrary to the prevailing view, the process in early development that partitions the nervous system in fruit flies and vertebrates, like humans, evolved from a common ancestor.


In the September 12 issue of the journal Public Library of Science Biology, the researchers report that in both fruit fly and chick embryos proteins called BMPs play similar roles in telling cells in the early embryo to switch certain genes on and off, specifying the identity of the cells making up the three primary subdivisions of the central nervous system. The findings suggest a unified model of early neural development in which at least part of the mechanism for creating neural patterning has been preserved from a shared ancestral organism that lived over 500 million years ago. 

[image: image2.png]


Fruit fly embryo with colors indicating a localized perturbation in the activation of three genes that determine neural identities. Credit: Mieko Mizutani, UCSD

“We have provided the first evidence for a common role of BMPs in establishing the pattern of gene expression along the dorsal-ventral axis of the nervous system of vertebrates and invertebrates,” said Ethan Bier, a professor of biology at UCSD and senior author on the study. “Our results suggest that this process has been conserved from a common ancestor rather than evolving separately as had been previously believed.”


Early in the development of a complex organism, when it is a ball of indistinguishable cells, BMP gradients are responsible for partitioning embryos into neural and non-neural tissue. During this phase, often referred to as neural induction, high levels of BMPs in non-neural regions actively suppress neural development. This role of BMPs is one of the best examples of a conserved evolutionary process.


However, it has been less clear whether BMPs also play a common role in further subdividing the nerve tissue into three distinct regions. Although the so-called neural identity genes get switched on in a similar pattern in relation to the BMP source, it has been speculated that distinct mechanisms operate to determine those activation patterns in fruit flies versus vertebrates. For example, in vertebrates a protein called Hedgehog is a key patterning agent in this process, while in flies a gradient of a different protein called Dorsal plays a comparable role.


“Because of the dominant role of the gradient of Dorsal protein, it has not been possible to directly test the role of BMPs in patterning nerve tissue in fruit flies.” explained Mieko Mizutani, a postdoctoral researcher in biology at UCSD and the lead author on the paper. “Eliminating Dorsal results in embryos that do not have any nerve tissue. Therefore, we had to genetically reconstruct embryos that had a uniform concentration of Dorsal throughout. Then we could examine how neural patterning was affected by a BMP gradient. The techniques took approximately fours years to develop and will also be useful for future research to understand how the many genes of the genome are turned on or off in groups.”


In these embryos with a uniform concentration of Dorsal, the researchers switched on the gene for the fruit fly BMP in a narrow stripe. Using a technique called multiplex labeling that Bier, Mizutani and fellow UCSD biologists developed two years ago, Mizutani was able to use different colored fluorescent molecules to determine which neural identity genes were activated in response to the BMP gradient. She determined that BMPs acted the same way as they do earlier during neural induction, namely to shut off neural identity genes. Because BMPs can shut some neural genes off better than others, the pattern in which the neural identity genes get switched off depends on the concentration of BMP.


The finding that a BMP gradient controlled neural development in fruit flies prompted the authors to ask whether the same might be true in vertebrates. Bier and Mizutani collaborated with Henk Roelink, a professor of biology at the University of Washington, Seattle and his graduate student Néva Meyer. They performed analogous experiments on chick embryos.


Roelink and Meyer added doses of BMP to a Petri plate containing nerve tissue from early chick embryos. As with fruit flies, they had to hold constant the concentration of another protein involved in dorsal-ventral patterning (in this case Hedgehog rather than Dorsal). The neural identity genes in chick responded to the BMP gradient just as their counterparts responded in fruit flies. “Our findings suggest that BMPs may once have been sufficient to organize the entire dorsal-ventral axis of a common ancestor,” concluded Bier.


“BMPs and the neural identity genes appear to have been conserved in evolution, while other cues such as Dorsal in flies and Hedgehog in vertebrates may have been borrowed from other pattern systems after the split between vertebrate and invertebrate lineages. As larger organisms evolved, the gradient of a single protein may not have been able to provide sufficient information to subdivide the embryo from top to bottom.”

This study was funded by the National Institutes of Health and the National Science Foundation.
Jefferson researchers find potential biomarker for heart failure

(PHILADELPHIA) A team of cardiology researchers at Thomas Jefferson University has determined that GRK2, a protein that plays an important regulatory role in heart failure, is elevated in patients with failing hearts when compared to patients with normal heart function.


"These findings add to the growing evidence that GRK2 is a biomarker for heart failure," says Walter Koch, Ph.D., director of the Center for Translational Medicine in the Department of Medicine at Jefferson Medical College of Thomas Jefferson University in Philadelphia. Dr. Koch previously demonstrated that GRK2 is critically important in heart function. It is increased in failing human hearts and contributes to the loss of the heart's contractile strength during the development of heart failure.


In the current study, to be reported September 11, 2006 at the 10th Annual Scientific Meeting of the Heart Failure Society of America in Seattle, Amit Mittal, M.D., heart failure research fellow in the Department of Medicine at Jefferson Medical College, and his co-workers recruited patients at either Thomas Jefferson University Hospital when they were being treated, or during outpatient visits to their physicians. Heart failure patients who often have poor left ventricular function were compared to patients with normal left ventricular function who were taking no heart medications.


White blood cells from 20 heart failure patients were compared with white blood cells from 30 patients who didn't have heart disease to determine the presence of the GRK2 protein. "We have confirmed that GRK2 in white blood cells is elevated in human patients with failing hearts when compared to subjects with normal left ventricular function," Dr. Mittal said. "The GRK2 levels in heart failure patients were three to four times higher."


"Future studies will compare GRK2 levels in heart failure patients treated with standard prescription drug and device therapy to test our hypothesis that GRK2 can be a surrogate marker for determination of a given patient's response to treatment," Dr. Koch explains.
Accelerating weight loss may signal development of Alzheimer's disease


The slow, steady weight loss associated with aging may speed up prior to the onset of Alzheimer's disease and related dementias, according to an article in the September issue of Archives of Neurology, one of the JAMA/Archives journals.


Changes that occur with aging, such as reduced appetite and diminishing height, may induce weight loss in older adults, according to background information in the article. Alzheimer's disease has also been linked to age-related weight loss. Those in the late stages of the disease can lose up to 2 pounds per year; those who lose more weight are more likely to progress quickly and to be placed in a nursing home.


David K. Johnson, Ph.D., and colleagues at Washington University School of Medicine, St. Louis, studied weight loss before the development of dementia in 449 healthy adults (192 men, 257 women). At the beginning of the study and then yearly for an average of six years, the participants were assessed for dementia, weighed and asked questions about their medical history.


Over the course of the study, 125 participants developed dementia related to Alzheimer's disease. Those who did weighed about eight pounds less at the beginning of the study than those who did not develop Alzheimer's disease. In addition, "an acceleration in the rate of weight loss was a harbinger of the change from non-demented status to dementia of the Alzheimer's type," the authors write. "Participants lost about .6 pounds per year while without dementia, but one year before the first symptomatic detection of dementia of the Alzheimer's type, the rate of weight loss in individuals doubled to 1.2 pounds per year." This association held when the researchers controlled for other factors that might influence weight loss, including age, sex, health status, hypertension (high blood pressure) and stroke history.


It is unclear exactly why weight loss is associated with dementia, the authors write. Some have hypothesized that individuals with dementia forget to eat, but this is unlikely given the finding that weight loss precedes the onset of memory problems and other dementia symptoms. Depression has also been suggested as a link, but although study participants with dementia were more depressed, depressed patients did not have any changes in body weight compared with those who were non-depressed. "There are reports of mild to moderate changes in taste and smell in healthy aging populations and in populations with dementia, and these factors need to be measured rigorously in future studies," the authors write. "Subtle gustatory changes could result in cumulative decreases in caloric intake or decreases in the quality of food consumed by individuals with dementia of the Alzheimer's type."


If these results are confirmed in larger studies, they conclude, "weight loss may be a preclinical indicator of Alzheimer's disease."
Childless women risk poorer health in later life


Childless women run the risk of earlier death and poorer health in later life. A new study funded by the Economic and Social Research Council (ESRC) finds that not only childless women but also mothers of five or more children, teenage mothers and mothers who have children with less than an 18 month gap between births all have higher risks of death and poor health later in life.


Findings are based on a study of three separate datasets of women born from 1911 onwards in Great Britain and the USA. "We already know quite of lot about the impact of a person's very early life or their socio-economic history on health and mortality in later life," explains researcher Professor Emily Grundy of the Centre for Population Studies, School of Hygiene and Tropical Medicine, London. "But, in this study we were able to analyse the long-term health implications of a person's partnership and parenting experiences while taking into account education and other indicators of socio-economic status as well."


The study reveals that partnership and parenting experiences are important influences on later life health. "We show, for example, that having a short birth interval of less than 18 months between children carries higher risks of mortality and poor health," Professor Emily explains. "That finding is particularly interesting because, to our knowledge, it's the first time that later health consequences of birth intervals have been investigated in a developed country population."


Fathers whose wives have short birth intervals also appear to suffer slightly increased mortality risks. Researchers suggest that the physiological and psychosocial stresses associated with caring for young children close in age may be the important factor.


This study also provides further evidence of the link between teenage motherhood and poorer health in later life. It also reveals that teenage mothers have poorer mental health at age 53 than other mothers. "What's particularly interesting here is that our findings indicate poorer health outcomes for women who have children before age 21 regardless of their socio-economic circumstances in childhood," Professor Grundy points out. Previous research has shown that many teenage mothers had already experienced poor health in early childhood. But, this study indicates the higher risks of poorer later life health for teenage mothers whatever their background.


At the other end of the motherhood age scale, this study reveals that women who have a child over the age of 40 experience better health in later life. But the reason, researchers suggest, is not necessarily that having children later makes women healthier rather that women who conceive at that age must already be in good health and feel fit enough to bring children up.


In terms of the influence of partnership on later life health and mortality, this study confirms other research which indicates that marriage provides more health gains for men than women. For men, spending a long time in a stable marriage and avoiding multiple marriages and divorce contributes to long-term health.


For women, too, marriage may be better for their health than they currently believe. The study shows that when self-rating their health, married women report poorer health than unmarried women. But the mortality rates of unmarried women are higher than those of married women.


"We have shown that partnership and parenting histories are important influences on later life health and, in many cases, are as influential as the effects of a person's socio-economic status," Professor Gundy concludes. "Overall, these findings clearly have important implications for projections of the health status of the older population as well as contributing to our understanding of life course influences on health."
Allocating HIV drugs to South African cities would prevent the greatest number of infections

But this approach would violate basic ethical principles

The most effective way to control the AIDS pandemic in hard-hit South Africa would be to concentrate the allocation of scarce antiretroviral drugs in urban areas. This, however, would not be the most ethical approach, according to an innovative new study from the UCLA AIDS Institute.

The article is scheduled to be published in the Proceedings of the National Academy of Sciences online Early Edition http://www.pnas.org/cgi/doi/10.1073/pnas.0609689103) during the week of Sept. 11-15.


Using data from the KwaZulu-Natal province for their parameters, researchers from UCLA and the University of California, San Francisco, devised a mathematical model to predict the impact of drug allocation strategies that the South African government is implementing to treat 500,000 people by 2008. These data included birth rates, natural death rates and death rates stemming from AIDS.


They looked at three drug allocation strategies: one that would allocate antiretroviral drugs only to the city of Durban and two making them available in both urban and rural areas.


Of those, the Durban-only strategy would be the most effective in preventing new infections, reducing them by up to 46 percent - amounting to preventing an additional 15,000 infections by 2008 - compared with the two strategies that would include both urban and rural areas. The strategy also would avert the greatest number of deaths from AIDS and generate the least amount of drug resistance.


But major problems would emerge with that approach, said Sally Blower, professor at the Semel Institute for Neuroscience and Human Behavior at UCLA and senior author of the study. Most important, this approach is against basic ethical principles guiding treatment equity and would lead to more urban/rural healthcare disparities than already exist.


"If there was rational planning, you could determine drug allocation strategies by balancing ethical objectives with epidemiological objectives," said Blower, a member of the UCLA AIDS Institute. "But it's obviously unlikely that this type of rational planning would or could occur. So it's much more likely that the actual drug allocation strategy will be determined by a mix of politics and feasibility."


She added: "Unfortunately, you can't have the maximum impact on the epidemic and be ethical."


The methodology and results in the paper can also be very easily applied to other regions with scarce drug availability, said Dr. David Wilson, who served as the study's lead author as a postdoctoral fellow in Blower's lab and is now at the University of New South Wales in Australia.


"If policymakers in KwaZulu-Natal - as well as other resource-constrained regions - can rationally plan drug allocation, then modeling like we have done can inform these authorities of likely consequences of different allocation strategies," he said.


The researchers found that under the Durban-only strategy:


* Transmission would fall 25 percent to 46 percent in Durban but by less than 5 percent in rural areas.


* Transmitted resistance to antiretroviral drugs would increase 0.4 percent to 5.5 percent in Durban but would not emerge in rural areas.


* Death rates from AIDS would fall by a median 42 percent in Durban but by only 0.1 percent in rural areas.


Under the rural/urban drug sharing strategy, the results on transmission, drug resistance and death rates would be similar. For instance:


* Transmission would decrease by 11 percent to 28 percent in Durban and by 17 percent to 37 percent in rural areas.


* Resistance would hover between 0.1 percent and 3 percent in the city and 0.2 percent to 4.5 percent in rural areas.


* AIDS-related deaths would fall a median 26 percent in Durban and 34 percent in rural communities.


This was the first time that city and village models had been used to evaluate the epidemiological impact of treatment strategies and of the consequences resulting from various drug allocation strategies, as well as to predict the evolution of drug resistance and of the possible directions that the HIV epidemic can take in KwaZulu-Natal, the researchers wrote. Also, they said they were not aware of any other model combining both a dynamic epidemiological model and an allocation model for scarce resources to evaluate ethical decision-making.


Dr. James Kahn, professor of medicine at UCSF and co-author of the study, noted that clinical decision-making to help limit the epidemic involves hard choices.


"The best outcomes would be immediate and widespread use of anti-HIV medications and the systems to implement the bold vision, but that is not possible," Kahn said. "Thus the modeling can be used to help guide the immediate roll-out plans. But all of these models require us to focus on bringing effective medications and the needed infrastructure to help stem the epidemic as quickly as possible."
An artificial cornea is in sight, thanks to biomimetic hydrogels


If eyes are "the windows of the soul," corneas are the panes in those windows. They shield the eye from dust and germs. They also act as the eye's outermost lens, contributing up to 75 percent of the eye's focusing power. On Sept. 11 in San Francisco at the annual meeting of the American Chemical Society, chemical engineer Curtis W. Frank will present a novel biomimetic material that's finding its way into artificial corneas. It's a hydrogel, or polymer that holds a lot of water. That material may promise a new view for at least 10 million people worldwide who are blind due to damaged or diseased corneas or many millions more who are nearsighted or farsighted due to misshapen corneas.


Called DuoptixTM, the material can swell to a water content of 80 percent-about the same as biological tissues. It's made of two interwoven networks of hydrogels. One network, made of polyethylene glycol molecules, resists the accumulation of surface proteins and inflammation. The other network is made of molecules of polyacrylic acid, a relative of the superabsorbent material in diapers.


"Think of a fishnet, but think of a 3-D fishnet," says Frank, the W. M. Keck, Sr. Professor in Engineering and a professor, by courtesy, of chemistry and of materials science and engineering. "It's a strong, stretchy material." That makes it able to survive suturing during surgery. The biocompatible hydrogel is transparent and permeable to nutrients, including glucose, the cornea's favorite food.


Collaborators on the hydrogel work that Frank is presenting at the chemists' meeting are Marianne E. Harmon, a former Stanford doctoral student now with GE Corporate Research Lab in Schenectady, N.Y.; Dirk Kucklung, an assistant professor at the Institute for Polymer Science in Dresden, Germany; Wolfgang Knoll, director of the Max Planck Institute for Polymer Research in Mainz, Germany; and David Myung, a medical student jointly working on a doctorate in chemical engineering in Frank's lab.


Myung's project, funded by Stanford's Bio-X interdisciplinary biosciences program, was to design, fabricate and characterize a bioengineered cornea based on the dual-network hydrogel. The result was a disc with a clear center and tiny pores populating the periphery. Myung calls the pores engineered into his artificial cornea the "homes" he built for cells that need to infiltrate the artificial lens and integrate it with surrounding natural tissue.


"If you build it, they will come," Myung says. "The cells move in, and they bring furniture too-meaning the collagen they secrete. They even 'remodel.'" Collagen binds to the edge of the synthetic disc and forms a junction between natural and synthetic tissues. Then a clear layer of epithelial cells grow over the disc.

'Broadly interdisciplinary'


Stanford's program to develop an artificial cornea is "broadly interdisciplinary," Frank says. Christopher Ta, an assistant professor of ophthalmology and ophthalmology residency director at the Stanford University Medical Center, leads the effort with Frank. Ta says scientists have tried to develop artificial corneas for half a century, but prototypes were not well tolerated. Infections developed around implants. Eyes extruded implants. A few years ago, in a pilot study for a Bio-X grant to show proof of concept, Ta began to test the hydrogel in assays to make sure it was not toxic to cells. Soon other experts joined the effort. Jaan Noolandi in Ophthalmology managed projects, worked with potential sponsors and provided insight into polymer physics. Nabeel Farooqui in Ophthalmology developed histology procedures. Won-Gun Koh, a former postdoctoral fellow in Chemical Engineering, first synthesized the polymer that Myung ultimately developed. Qi Liao, a graduate student in Chemical Engineering, contributed to a general understanding of the hydrogels. Jennifer Cochran, assistant professor in the Bioengineering Department, is investigating how to maximize epithelial adhesion to the material. Michael Carrasco, a peptide chemist at Santa Clara University, consulted about surface modifications for cellular adhesion.


The researchers are now testing the material for biocompatibility in animal models. Animals have tolerated artificial corneas with no problems in trials as long as eight weeks, Ta says. The material remains perfectly clear, he says. Longer trials are a next step.


The current source of tissue for corneal transplants is cadavers. Donor tissue has problems, Ta notes, including a rejection rate of about 20 percent and a period for visual recovery of six months to a year. "You get a more predictable shape with an artificial cornea," Ta says.


"In many countries, tissue availability is a problem," he says. "If the tissue is artificial, we don't have to rely on donor tissue." The high prevalence of laser-assisted in situ keratomileusis, or LASIK, eye surgery may contribute to the shortage of donor tissue in developed nations, he notes, as this surgery disqualifies donation. A tissue-engineered artificial cornea could lessen or eliminate the need for donor tissue.


At least a dozen groups worldwide are working to develop artificial corneas, Myung says. "Only two or three are on the market, but they are only used in last-ditch efforts [when transplants are rejected]," he notes. Stanford's artificial cornea is "the most biomimetic," he says, with a water concentration and mechanical properties that rival those of the natural cornea.


"The dream would be to have a corneal replacement that's sterilized and dehydrated and sent off to the hospital or battlefield, and rehydrated," Frank says.

Beyond blindness


Other ocular applications of the hydrogel include more comfortable contact lenses. Onlays of hydrogel lenses on the surface of the cornea could serve as extended-wear contact lenses.


Inlays are also possible. The cornea contains layers-a top layer of protective epithelial cells, a middle layer called stroma that provides the collagen matrix that gives the cornea its shape, and an innermost endothelial layer. With inlays, some of the epithelial layer can be scraped away and replaced with a hydrogel contact lens. The lens becomes biointegrated when clear epithelial cells grow over the top of the inlayed lens.


Inlays offer an advantage over LASIK surgery, which works but isn't reversible, Myung says. He envisions implantable contact lenses that can be replaced if the prescription changes.


Hydrogel lenses may even make their way deeper into the eye as replacements for inner-eye lenses damaged by cataracts.


The researchers have filed four patents for ocular applications of the hydrogel.
Wearing a helmet puts cyclists at risk, suggests research

Bicyclists who wear protective helmets are more likely to be struck by passing vehicles, new research suggests.


Drivers pass closer when overtaking cyclists wearing helmets than when overtaking bare-headed cyclists, increasing the risk of a collision, the research has found.


Dr Ian Walker, a traffic psychologist from the University of Bath, used a bicycle fitted with a computer and an ultrasonic distance sensor to record data from over 2,500 overtaking motorists in Salisbury and Bristol.


Dr Walker, who was struck by a bus and a truck in the course of the experiment, spent half the time wearing a cycle helmet and half the time bare-headed. He was wearing the helmet both times he was struck.


He found that drivers were as much as twice as likely to get particularly close to the bicycle when he was wearing the helmet.


Across the board, drivers passed an average of 8.5 cm (3 1/3 inches) closer with the helmet than without


The research has been accepted for publication in the journal Accident Analysis & Prevention.


“This study shows that when drivers overtake a cyclist, the margin for error they leave is affected by the cyclist’s appearance,” said Dr Walker, from the University’s Department of Psychology.


“By leaving the cyclist less room, drivers reduce the safety margin that cyclists need to deal with obstacles in the road, such as drain covers and potholes, as well as the margin for error in their own judgements.


“We know helmets are useful in low-speed falls, and so definitely good for children, but whether they offer any real protection to somebody struck by a car is very controversial.


“Either way, this study suggests wearing a helmet might make a collision more likely in the first place.”


Dr Walker suggests the reason drivers give less room to cyclists wearing helmets is down to how cyclists are perceived as a group.


“We know from research that many drivers see cyclists as a separate subculture, to which they don’t belong,” said Dr Walker.


“As a result they hold stereotyped ideas about cyclists, often judging all riders by the yardstick of the lycra-clad street-warrior.


“This may lead drivers to believe cyclists with helmets are more serious, experienced and predictable than those without.


“The idea that helmeted cyclists are more experienced and less likely to do something unexpected would explain why drivers leave less space when passing.


“In reality, there is no real reason to believe someone with a helmet is any more experienced than someone without.


“The best answer is for different types of road user to understand each other better.


“Most adult cyclists know what it is like to drive a car, but relatively few motorists ride bicycles in traffic, and so don’t know the issues cyclists face.


“There should definitely be more information on the needs of other road users when people learn to drive, and practical experience would be even better.


“When people try cycling, they nearly always say it changes the way they treat other road users when they get back in their cars.”


The study also found that large vehicles, such as buses and trucks, passed considerably closer when overtaking cyclists than cars.


The average car passed 1.33 metres (4.4 feet) away from the bicycle, whereas the average truck got 19 centimetres (7.5 inches) closer and the average bus 23 centimetres (9 inches) closer.

However, there was no evidence of 4x4s (SUVs) getting any closer than ordinary cars.


Previously reported research from the project showed that drivers of white vans overtake cyclists an average 10 centimetres (4 inches) closer than car drivers.


To test another theory, Dr Walker donned a long wig to see whether there was any difference in passing distance when drivers thought they were overtaking what appeared to be a female cyclist.


Whilst wearing the wig, drivers gave him an average of 14 centimetres (5.5 inches) more space when passing.


In future research, Dr Walker hopes to discover whether this was because female riders are seen as less predictable than male riders, or because women are not seen riding bicycles as often as men on the UK’s roads.
Scent of father checks daughter's maturity


Chemical cues from fathers may be delaying the onset of sexual maturity in daughters, as part of an evolutionary strategy to prevent inbreeding, according to researchers at Penn State.


"Biological fathers send out inhibitory chemical signals to their daughters," said Robert Matchock, assistant professor of psychology at Penn State's Altoona Campus. "In the absence of these signals, girls tend to sexually mature earlier."


The effect of chemical cues on sexual maturity is common in the animal world, Matchock explained. If the biological father is removed from rodent families, the daughters tend to mature faster, he said.


"Recently, experts elsewhere discovered a little-known pheromone receptor gene in the human olfactory system, linking the role of pheromones on menarche, or the first occurrence of menstruation," said Matchock, whose findings are published in the recent issue of the American Journal of Human Biology.


Researchers, including Elizabeth Susman, the Jean Phillips Shibley professor of biobehavioral health at Penn State, collected menarcheal data from 1,938 college students to explore the link between girls' social environment and their sexual maturity. The data included information on factors such as the girls' family size, social environment, and how long the father had been absent.


"Our results indicate that girls without fathers matured approximately three months before girls whose fathers were present," Matchock said, adding that the data seem to suggest a relationship between length of the father's absence and age of menarche – the earlier the absence, the earlier the menarche.


Results from the study additionally suggest that the presence of half and step-brothers was also linked to earlier menarche. Girls living in an urban environment also had earlier menarche compared to girls in a rural environment, even when fathers were present for both groups, and had similar levels of education.


Matchock speculates that urban environments provide greater opportunities to get away from parents' inhibitory pheromones, and encounter attracting pheromones from unrelated members of the opposite sex.


"It is possible that a stimulating urban environment can negate suppressive cues from parents," he added.


Taken together, the Penn State researcher says the study is not a human anomaly but an explanation of how pheromonal cues modulate sexual maturity, to enhance mating and prevent inbreeding.


"Prevention of inbreeding is so crucial to successfully spread healthy genes that anti-inbreeding strategies such as the use of pheromones seem to be conserved across species," he added.
Study shows enzyme builds neurotransmitters via newly discovered pathway

Findings could mean more selective treatment options for metabolic, central nervous system disorders

The study, which was directed by Scripps Research Professor Benjamin Cravatt, Ph.D., is being published in the September 8 issue of The Journal of Biological Chemistry.


The new study describes a pathway-different than the one previously suggested-for the biosynthesis of neurotransmitter lipids, N-acyl ethanolamines (NAEs), which include the endogenous cannabinoid ("endocannabinoid") anandamide. The high activity of the enzyme a/b hydrolase4 (Abh4) in areas such as the central nervous system suggests that the pathway makes a "potentially major contribution" to endocannabinoid signaling.


Endocannabinoids are naturally produced substances similar to the active ingredient D9-tetrahydrocannabinol (THC) in marijuana. Cannabinoid receptors were first discovered in 1988; the first endocannabinoid, anandamide, which shares some of the pharmacologic properties of THC, was identified in 1992.


Other research has shown that the endogenous cannabinoid system helps control food intake, among other critical processes, by acting on cannabinoid receptors in the central nervous system. The system drives consumption of fat and calorie-rich foods and the amount of fat stored or expended and plays a significant role in energy homeostasis.


"At least one cannabinoid receptor antagonist is on the verge of approval for the treatment of obesity-metabolic disorders," said Cravatt. "Enzymes involved in endocannabinoid biosynthesis, such as the one highlighted in our study, can be viewed as complementary drug targets. One potential advantage of this approach is that it may prove more selective than a receptor antagonist. By inhibiting enzymes such as Abh4, we may be able to disrupt the activity of a single class of endocannabinoids, rather than all of them."


In the new study, the researchers provide biochemical evidence of an alternative pathway for NAE biosynthesis in vivo and demonstrate that these new routes are especially important for the creation of a number of NAEs, including anandamide. The researchers also isolated and identified the enzyme Abh4 by combining traditional protein purification and functional proteomic technologies, concluding that Abh4 "displayed multiple properties" that would be expected of an enzyme involved in NAE biosynthesis.


However, the authors of the study noted, the unique contribution that this Abh4-mediated route makes to the production of NAEs in vivo is yet to be determined and will require "the generation of genetic or pharmacological tools that selectively [interrupt] this pathway."


"The continued pursuit of additional enzymes involved in NAE biosynthesis should further enrich our understanding of the complex metabolic network that supports the endocannabinoid/NAE system in vivo," Cravatt said. "From a therapeutic perspective, any of these enzymes could represent an attractive drug target for a range of human disorders in which disruption of endocannabinoid signaling by cannabinoid receptor antagonists has proven beneficial."
Researchers Discover that Sheep Need Retroviruses for Reproduction

Contact: Dr. Thomas Spencer, 979-845-4896,tspencer@tamu.edu

COLLEGE STATION - A team of scientists from Texas A&M University and The University of Glasgow Veterinary School in Scotland has discovered that naturally occurring endogenous retroviruses are required for pregnancy in sheep.


In particular, a class of endogenous retroviruses, known as endogenous retroviruses related to Jaagsiekte sheep retrovirus or enJSRVs, are critical during the early phase of pregnancy when the placenta begins to develop.


Retroviruses, such as human immunodeficiency virus or HIV, are one class of viruses. They are best known for their ability to cause diseases, said Dr. Thomas Spencer, a reproductive biologist with the Texas Agricultural Experiment Station and Texas A&M University.


Findings published Sept. 11 in the Proceedings of the National Academy of Sciences demonstrate enJSRVs are essential for the development of the placenta in sheep.


Retroviruses are unique for their ability to permanently insert their genetic material into the DNA of host cells, he said. During evolution of mammals, some retroviruses infected the germline (cells of the ovary and testis that have genetic material that are passed to their offspring) of the host, which is then inherited by their children. These retroviruses, known as endogenous retroviruses, are present in the genome of all mammals, including humans. Consequently, endogenous retroviruses can be considered remnants of ancient retroviral infections, Spencer said.


Many scientists believed these endogenous retroviruses were junk DNA, he said.


"Indeed, these endogenous retroviruses are usually harmless and generally contain mutations that prevent them from producing infectious retroviruses," he said.


However, several endogenous retroviruses appear to provide protection from infection and are involved in reproduction. For instance, the exogenous Jaagsiekte Sheep Retrovirus or JSRV causes lung tumors in sheep and led to the death of Dolly, the world's first mammal cloned from an adult cell.


The idea that endogenous retroviruses are important for reproduction in mammals has been around for about 30 years, Spencer said. Studies in cultured cells have shown that a protein of a human endogenous retrovirus might have a role in development of the human placenta.


The team blocked expression of the envelope of the enJSRVs using morpholino antisense oligonucleotides, which inhibit translation of specific messenger RNA. When production of the envelope protein was blocked in the early placenta, the growth of the placenta was reduced and a certain cell type, termed giant binucleate cells, did not develop.


The result was that embryos could not implant and the sheep miscarried, Spencer said.


Miscarriage is a serious medical problem for all mammals, including humans.


"Our research supports the idea that endogenous retroviruses shaped the evolution of the placenta in mammals and then became indispensable for pregnancy, and thus may be why they are expressed in the placenta of many mammals," he said.


Further, Palmarini said, "The enJSRVs arose from ancient infections of small ruminants during their evolution," said Dr. Massimo Palmarini, a virologist at The University of Glasgow Veterinary School. "This infection was beneficial to the host and was then positively selected for during evolution. In other words, animals with enJSRVs were better equipped than those without. Therefore, enJSRVs became a permanent part of the sheep genome and, in these days, sheep can't do without them."


The research team is trying to determine exactly how enJSRVs function in development of the sheep placenta. Their results should have implications for both human health and animal production.
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The team was led by Spencer and Palmarini. Team members are Kathrin Dunlap, Robert Burghardt, Kanako Hayashi and Jennifer Farmer at Texas A&M, and Mariana Varela at The University of Glasgow Veterinary School.

The work of the research team has been funded by the Wellcome Trust in the United Kingdom and the National Institutes of Health in the U.S.
Researchers link human activities to rising ocean temperatures in hurricane formation regions

LIVERMORE, Calif. - New research shows that rising sea surface temperatures (SSTs) in hurricane “breeding grounds” of the Atlantic and Pacific Oceans are unlikely to be purely natural in origin. These findings complement earlier work that uncovered compelling scientific evidence of a link between warming SSTs and increases in hurricane intensity. 


Previous studies to understand the causes of SST changes have focused on temperature changes averaged over very large ocean areas – such as the entire Atlantic or Pacific basins. The new research specifically targets SST changes in much smaller hurricane formation regions.


Using 22 different computer models of the climate system, atmospheric scientists from Lawrence Livermore National Laboratory and ten other research centers have shown that the warming of the tropical Atlantic and Pacific oceans over the last century is directly linked to human activities.


For the period 1906-2005, the researchers found an 84 percent chance that external forcing (such as human-caused increases in greenhouse gases, ozone and various aerosol particles) accounts for at least 67 percent of the observed rise in SSTs in the Atlantic and Pacific hurricane formation regions. In both regions, human-caused increases in greenhouse gases were found to be the main driver of the 20th century warming of SSTs.


We’ve used virtually all the world’s climate models to study the causes of SST changes in hurricane formation regions,” said Benjamin Santer of Livermore’s Program for Climate Model Diagnosis and Intercomparison, lead author of a paper describing the research that appears online this week in the Proceedings of the National Academy of Sciences.


Santer, in conjunction with Livermore colleagues Peter Gleckler, Krishna AchutaRao, Jim Boyle, Mike Fiorino, Steve Klein and Karl Taylor, collaborated with researchers from the National Center for Atmospheric Research, the University of California, Merced, Lawrence Berkeley National Laboratory, the Scripps Institution of Oceanography, the University of Hamburg in Germany, the Climatic Research Unit and Manchester University in the United Kingdom, the NASA/Goddard Institute for Space Studies and the National Oceanic and Atmospheric Administration’s National Climatic Data Center.


“In the real world, we’re performing an uncontrolled experiment by burning fossil fuels and releasing greenhouse gases,” Santer said. “We don’t have a convenient parallel Earth with no human influence on climate. This is why our study relied on computer models for estimates of how the climate of an ‘undisturbed Earth’ might have evolved. The bottom line is that natural processes alone simply cannot explain the observed SST increases in these hurricane breeding grounds. The best explanation for these changes has to include a large human influence.”
Warm ocean waters fuel hurricanes, and there was plenty of warm water for Hurricane Katrina to build up strength once she crossed over Florida and moved into the Gulf of Mexico. This image depicts a three-day average of actual sea surface temperatures (SSTs) for the Caribbean Sea and the Atlantic Ocean, from August 25-27, 2005. Every area in yellow, orange or red represents 82 degrees Fahrenheit or above. A hurricane needs SSTs at 82 degrees or warmer to strengthen. The data came from the Advanced Microwave Scanning Radiometer (AMSR-E) instrument on NASA’s Aqua satellite.

Hurricanes are complex phenomena and are influenced by a variety of physical factors such as SST, wind shear, moisture availability and atmospheric stability. The increasing SSTs in the Atlantic and Pacific hurricane formation regions isn’t the sole cause of hurricane intensity, but is likely to be one of the most important influences on hurricane strength.


“The models that we’ve used to understand the causes of SST increases in these hurricane formation regions predict that the oceans are going to get a lot warmer over the 21st century,” Santer said. “That causes some concern. In a post-Katrina world, we need to do the best job we possibly can to understand the complex influences on hurricane intensity, and how our actions are changing those influences.”

The Livermore portion of the research is funded by the Department of Energy’s Office of Biological and Environmental Research.

Founded in 1952, Lawrence Livermore National Laboratory has a mission to ensure national security and apply science and technology to the important issues of our time. Lawrence Livermore National Laboratory is managed by the University of California for the U.S. Department of Energy’s National Nuclear Security Administration.
Black-Bone Silky Fowl: An odd bird with meat to crow about
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SAN FRANCISCO - Food scientists from the Peoples' Republic of China report a biochemical explanation for the Black-Bone Silky Fowl's 1,000-year-old reputation as a marvel of traditional Chinese medicine. The study is scheduled for presentation at the 232nd national meeting of the American Chemical Society, being held here this week.


One odd bird, indeed, this chicken sports an abundance of snow-white feathers that feel as smooth as silk. Underneath is black-colored skin, black meat and - you guessed it - black bones.


The Black-Bone Silky Fowl is a special bird in China, explained Mingyong Xie, Ph.D., of the Key Laboratory of Food Science of the Ministry of Education at Nanchang University in Nanchang. Xie and colleagues conducted the study. 
The Black-Bone Silky Fowl, which has a time-honored place in traditional Chinese medicine, certainly lives up to its name. The silky white feathers on the exterior of this odd bird cover black bones and black meat, which researchers have identified as a rich source of a reputedly healthy compound.

"As a kind of folk invigorant and a source of traditional Chinese medicine, it [the chicken] is used to reinforce body immunity and protect from emaciation and feebleness," added co-researcher Ying-gang Tian in an interview. It also treats diabetes, anemia, menstrual cramps and postpartum disorders, according to Tian.


While looking for an explanation for the bird's reputed medical abilities, which date to at least the early 1000s A.D., Xie's group began to wonder whether carnosine, a naturally occurring peptide, might be partly responsible. Carnosine may be most familiar in the West as a dietary supplement. People take carnosine supplements in the hope of increasing muscle strength, warding off the effects of aging and alleviating diseases such as autism and diabetes.


Knowing that meat and poultry are good natural sources of carnosine, Tian searched for existing studies on the carnosine content of Black Bone Silky Fowl, but found that none had been done. His group decided to use a standard laboratory instrument - high-pressure liquid chromatography (HPLC) - to fill that information gap.


They analyzed and compared carnosine levels in Black-Bone Silky Fowl and White Plymouth Rocks - "common" chickens that come in a range of colors and are one of the world's most popular for eggs and meat. The research involved developing a method for using HPLC to analyze carnosine in chicken, boning and grinding the meat from 200 Black-Bones and 200 Rocks, and then testing the samples.


Black-Bone Silky Fowl had twice as much carnosine as the Rocks - with carnosine comprising 0.45 percent of the muscle in Black-Bones compared to 0.22 percent in Rocks. "We haven't tested the content of carnosine in other animals," said Tian. "According to other reports about the content of carnosine in other food, we are sure that Black-Bone Silky Fowl is one of the richest sources of carnosine, and it's easy to get."


So far, Chinese farmers export only small quantities of Black-Bone Silky Fowl, and those birds go mainly to southern Asia and Japan, Tian said. Tian hopes the ACS report will increase awareness about this odd bird in the United States, and eventually put Black Bones on fast food and home menus.


If that happens, consumers can look forward to clucking over a tastier and perhaps healthier chicken, with only one blip on the horizon: "The taste of Black-Bone Silky Fowl is usually better than other kinds of chicken," Tian pointed out, "but its unusual color - black meat - make some people hesitate to eat."
Vitamin D may cut pancreatic cancer risk by nearly half

PHILADELPHIA - Consumption of Vitamin D tablets was found to cut the risk of pancreatic cancer nearly in half, according to a study led by researchers at Northwestern and Harvard universities.


The findings point to Vitamin D's potential to prevent the disease, and is one of the first known studies to use a large-scale epidemiological survey to examine the relationship between the nutrient and cancer of the pancreas. The study, led by Halcyon Skinner, Ph.D., of Northwestern, appears in the September issue of Cancer Epidemiology Biomarkers & Prevention.


The study examined data from two large, long-term health surveys and found that taking the U.S. Recommended Daily Allowance of Vitamin D (400 IU/day) reduced the risk of pancreatic cancer by 43 percent. By comparison, those who consumed less than 150 IUs per day experienced a 22 percent reduced risk of cancer. Increased consumption of the vitamin beyond 400 IUs per day resulted in no significant increased benefit.


"Because there is no effective screening for pancreatic cancer, identifying controllable risk factors for the disease is essential for developing strategies that can prevent cancer," said Skinner.


"Vitamin D has shown strong potential for preventing and treating prostate cancer, and areas with greater sunlight exposure have lower incidence and mortality for prostate, breast, and colon cancers, leading us to investigate a role for Vitamin D in pancreatic cancer risk. Few studies have examined this association, and we did observe a reduced risk for pancreatic cancer with higher intake of Vitamin D."


Skinner, currently in the Department of Population Health Sciences at the University of Wisconsin School of Medicine and Public Health, and his colleagues analyzed data from two long-term studies of health and diet practices, conducted at Harvard University. They looked at data on 46,771 men aged 40 to 75 years who took part in the Health Professionals Follow-up Study, and 75,427 women aged 38 to 65 years who participated in the Nurses' Health Study. Between the two studies, they identified 365 cases of pancreatic cancer. The surveys are considered valuable for their prospective design, following health trends instead of looking at purely historical information, high follow-up rates and the ability to enable researchers like Skinner to incorporate data from two independent studies.


Pancreatic cancer is a rapidly fatal disease and the fourth-leading cause of death from cancer in the United States. This year, the American Cancer Society estimates that 32,000 new cases of cancer will be diagnosed. About the same number of people will die this year from the disease. It has no known cure, and surgical treatments are not often effective. Except for cigarette smoking, no environmental factors or dietary practices have been linked to the disease.


In addition to Vitamin D, the researchers also measured the association between pancreatic cancer and the intakes of calcium and retinol (Vitamin A). Calcium and retinol intakes showed no association with pancreatic cancer risk, although retinol is an antagonist of Vitamin D's ability to influence mineral balances and bone integrity.


For that reason, further research is necessary to determine if Vitamin D ingestion from dietary sources, like eggs, liver and fatty fish or fortified dairy products, or through sun exposure might be preferable to multi-vitamin supplements, which contain retinol.


The potential benefits of vitamin D for pancreatic cancer were only recently established by other laboratory studies. Normal and cancerous pancreas tissue contain high levels of the enzyme that converts circulating 25-hydroxyvitamin D into 1,25-dihydroxyvitamin D, the vitamin's active form. Other studies have shown an anti-cell proliferation effect of 1,25-dihydroxyvitamin D, potentially inhibiting tumor cells.


"In concert with laboratory results suggesting anti-tumor effects of Vitamin D, our results point to a possible role for Vitamin D in the prevention and possible reduction in mortality of pancreatic cancer. Since no other environmental or dietary factor showed this risk relationship, more study of Vitamin D's role is warranted," Skinner said.
'Wait-and-see' approach for treating ear infections substantially reduces use of antibiotics


For children with acute ear infections seen in an emergency department, giving parents the option of delaying use of antibiotics resulted in significantly lower use of antibiotics compared to parents who received a standard prescription, with little difference in the outcomes for the children, according to a study in the September 13 issue of JAMA.


Acute otitis media (AOM; ear infection) is the most common reason for which an antibiotic is prescribed to children. Treatment of AOM accounts for an estimated 15 million antibiotic prescriptions written per year in the United States, according to background information in the article. Untreated AOM has a high rate of natural resolution, with similar rates of complications whether antibiotics are prescribed or withheld. Resistance to antibiotics is a major public health concern worldwide and is associated with the widespread use of antibiotics.


David M. Spiro, M.D., M.P.H., formerly of the Yale University School of Medicine, New Haven, Conn., and colleagues conducted a study to determine whether treatment of AOM using a "wait-and-see prescription" (WASP) significantly reduced use of antibiotics compared with a "standard prescription" (SP), and evaluated the effects of this intervention on clinical symptoms and adverse outcomes. Overall, 283 children with AOM aged 6 months to 12 years seen in an emergency department were randomly assigned to receive either a WASP (n = 138) or a SP (n = 145). All patients received ibuprofen and ear analgesic drops for use at home. Phone interviews were conducted after enrollment to determine outcomes. The trial was conducted between July 2004 and July 2005.


The researchers found that the WASP significantly reduced the use of antibiotics. Substantially more parents in the WASP group did not fill the antibiotic prescription, compared to the SP group (62 percent vs. 13 percent). There was no statistically significant difference between the groups in the frequency of subsequent fever, otalgia (ear ache), or unscheduled visits for medical care. The patients in the WASP group whose parents filled the prescription reported they did so because of fever (60 percent), otalgia (34 percent), or fussy behavior (6 percent). No serious adverse events were reported for patients in the study.


"This randomized controlled trial has provided evidence that the WASP strategy significantly reduces the use of antibiotics in an urban population presenting to an emergency department and may be an alternative to routine treatment of AOM with antibiotics. Wait-and-see prescriptions remain controversial as most pediatricians in the United States have been trained to routinely prescribe antibiotics for AOM and believe that many parents expect a prescription; a small minority of practitioners who care for children routinely use watchful waiting.


"The WASP approach may interrupt the cycle of antibiotic prescription, the expectation of parents to immediately treat AOM with an antibiotic, and subsequent medical visits for this illness. The risks of antibiotics, including gastrointestinal symptoms, allergic reactions, and accelerated resistance to bacterial pathogens must be weighed against their benefits for an illness that, for the most part, is self limited. The routine use of WASP for AOM will reduce both the costs and adverse effects associated with antibiotic treatment and should reduce selective pressure for organisms resistant to commonly used antimicrobials," the authors conclude.


JAMA. 2006;296:1235-1241. Available pre-embargo to the media at www.jamamedia.org.
Editor's Note: Dr. Spiro is now with Oregon Health and Science University, Portland. Please see the article for additional information, including other authors, author contributions and affiliations, financial disclosures, funding and support, etc.

Editorial: Delayed Prescribing - A Sensible Approach to the Management of Acute Otitis Media


In an accompanying editorial, Paul Little, M.B.B.S., M.D., F.R.C.G.P., of the University of Southampton, Aldermoor Health Centre, Southampton, U.K., comments on the findings of Spiro and colleagues.


"Further evidence is needed to inform clinicians about when to use delayed prescribing. Studies are needed to define children at risk of adverse outcomes. For instance, most severely ill children and children about whom the physician was concerned for other reasons will not have entered the trial by Spiro et al or other trials. Further studies also are needed to determine the most effective alternatives to antibiotics. However, given the current evidence base, a reasonable approach would be as follows. When the child is not systemically ill and the physician has no major concerns, delayed prescribing can be used. If the physician has concerns about sicker or at risk patients (e.g., those with systemic symptoms or comorbidity, infants younger than 6 months), then antibiotics should be prescribed.


"If parents are given clear information about the timing of antibiotic use and specific guidelines for signs and symptoms that should trigger reassessment, delayed prescribing probably has its place, should be acceptable to parents, appears reasonably safe, and provides a significant step in the battle against antibiotic resistance." (JAMA. 2006;296:1290-1291. Available pre-embargo to the media at www.jamamedia.org.)

Editor's Note: Dr. Little reports that he has served as a paid consultant for Abbott Laboratories for 2 sessions regarding the complications of respiratory infections.
Consumption of green tea associated with reduced mortality in Japanese adults


Adults in Japan who consumed higher amounts of green tea had a lower risk of death due to all causes and due to cardiovascular disease, according to a study in the September 13 issue of JAMA. But there was no link between green tea consumption and a reduced risk of death due to cancer.


Tea is the most consumed beverage in the world aside from water. Three billion kilograms of tea are produced each year worldwide, according to background information in the article. Because of the high rates of tea consumption in the global population, even small effects in humans could have large implications for public health. Among teas, green tea polyphenols have been extensively studied as cardiovascular disease (CVD) and cancer chemopreventive agents. Although substantial evidence from in vitro and animal studies indicates that green tea preparations may impede CVD and carcinogenic processes, the possible protective role of green tea consumption against these diseases in humans remains unclear.


Shinichi Kuriyama, M.D., Ph.D., of the Tohoku University School of Public Policy, Sendai, Japan, and colleagues examined the association between green tea consumption and mortality (death rate) due to all causes, CVD, and cancer within a large population. The study, initiated in 1994, included 40,530 adults (age 40 to 79 years) in northeastern Japan, where green tea is widely consumed. Within this region, 80 percent of the population drinks green tea and more than half of them consume 3 or more cups and day. The participants, who had no history of stroke, coronary heart disease, or cancer at baseline, were followed for up to 11 years (1995-2005) for all-cause death and for up to 7 years (1995-2001) for cause-specific death.


Over 11 years of follow-up, 4,209 participants died, and over 7 years of follow-up, 892 participants died of cardiovascular disease and 1,134 participants died of cancer. The researchers found that green tea consumption was inversely associated with death due to all causes and due to cardiovascular disease. Compared with participants who consumed less than 1 cup/d of green tea, those who consumed 5 or more cups/d had a risk of all-cause mortality and CVD mortality that was 16 percent lower (during 11 years of follow-up) and 26 percent lower (during 7 years of follow-up), respectively.


These inverse associations of all-cause and CVD mortality were stronger among women, although the inverse association for green tea consumption was observed in both sexes. In women, compared with those who consumed less than 1 cup/d of green tea, those who consumed 5 or more cups/d had a 31 percent lower risk of CVD death.


The researchers found there no significant association between green tea consumption and death from cancer. There were weak or neutral relationships between black tea or oolong tea and mortality.


"Clinical trials are ultimately necessary to confirm the protective effect of green tea on mortality," the authors write.
Study finds safety test results on children's drugs not always reaching physicians

DURHAM, N.C. - Hundreds of drugs that have been prescribed for children may not be safe or effective for pediatric use or may require different doses than currently suggested, but some of this information may not be reaching the medical community, according to a study by Duke University Medical Center researchers. Such drugs include antidepressants, antiseizure medications and sedatives.


The study team examined drugs covered by a congressionally mandated program known as "pediatric exclusivity," through which the Food and Drug Administration (FDA) may extend the period of time that a company holds exclusive marketing rights for a drug - thereby delaying the entry of competing generic drugs - if the manufacturer conducts FDA-requested trials on its use in children.


The researchers looked at how often the results of such studies were published in peer-reviewed scientific journals, often cited as among the most effective ways to communicate information to the medical community. Fewer than half of the pediatric exclusivity studies were published, the researchers found, and the results were less likely to be published if the drug was deemed unsafe or ineffective in children.


"Because children have different physiologies than adults, they often absorb drugs differently or experience different side effects," said the study's lead investigator, Daniel K. Benjamin, M.D., Ph.D., a pediatrician at the Duke Clinical Research Institute who also holds an appointment at the FDA's Office of Pediatric Therapeutics. "Much of pediatric drug use is done 'off label,' meaning that children are often treated based on what has been shown to be effective in older patients, and the results can be beneficial, harmful or not effective, depending on how much information about use of the drug in the pediatric population is known."


The FDA designed the pediatric exclusivity program to increase knowledge about how children may react differently to commonly used drugs that have not been previously studied in the pediatric population. Based on their study the Duke researchers suggest that the results of these pediatric exclusivity studies are not being widely disseminated outside mandated changes to label information.


The team reports its findings in the Sept. 13, 2006 issue of the Journal of the American Medical Association. There was no grant funding for this study.


Between 1998 and 2004, manufacturers conducted 253 studies through the pediatric exclusivity program on drugs indicated for the treatment of conditions such as pain, diabetes, gastroesophageal reflux, seizures and psychiatric disorders, among others. According to Benjamin, the studies resulted in key labeling changes - defined as a significant finding related to dosing, safety or efficacy that is different from adults - on 100 drugs. But of those studies, only 37 were published in peer-reviewed journals, the researchers found.


Studies could result in more than one key labeling change. In cases where there was a dosing change, only 49 percent of studies were published in peer-reviewed journals. When there was a change to safety information, only 43 percent were published, and when the drug was found to be ineffective in children, only 38 percent were published, the study found.


The FDA publishes label change information on its Web site (http://www.fda.gov/cder/pediatric/labelchange.htm), but users must know what they are looking for and where to look in order to find it, Benjamin said.


"The pediatric exclusivity program has been extremely successful in bringing about labeling changes where indicated, but additional efforts are needed to better inform the medical community about these changes and the studies behind them," he said. "Not having this information can be detrimental to patient care."


Examples of drugs that were tested through the pediatric exclusivity program and received labeling changes include more than a dozen products - including antiseizure medications and some psychiatric drugs - that required dosing adjustments for use in children, according to Benjamin.


In another study, the drug Propofol, while effective when used to induce or maintain anesthesia in critically ill patients, proved to have an increased mortality rate among pediatric patients when used as a sedative, compared with patients who received standard sedative agents. As a result of this study, a labeling change was made.


The researchers found that if a study resulted in a "positive" labeling change, meaning a drug's safety and effectiveness in children was established, it was more likely to be published. Fifty-four percent of such studies were published, compared with 36 percent of studies that resulted in a negative labeling change, which might include a finding that the drug showed no meaningful clinical effect in children or that it was associated with a worse outcome than the comparison therapy.


Though the pediatric exclusivity program itself has been a useful tool in making drugs safer for children through labeling changes, more can be done to make sure this information is getting into the right hands, said Benjamin.


"Physicians are used to using peer-reviewed journals as a source for the latest medical information, so it makes sense to get this information in there," he said.
A "Genetic Study" of the Galaxy

Galactic Bulge and Disc Stars Shown To Have Different Oxygen Abundances

Looking in detail at the composition of stars with ESO's VLT, astronomers are providing a fresh look at the history of our home galaxy, the Milky Way. They reveal that the central part of our Galaxy formed not only very quickly but also independently of the rest.


"For the first time, we have clearly established a 'genetic difference' between stars in the disc and the bulge of our Galaxy," said Manuela Zoccali, lead author of the paper presenting the results in the journal Astronomy and Astrophysics [1]. "We infer from this that the bulge must have formed more rapidly than the disc, probably in less than a billion years and when the Universe was still very young."
The Milky Way is a spiral galaxy, having pinwheel-shaped arms of gas, dust, and stars lying in a flattened disc, and extending directly out from a spherical nucleus of stars in the central region. The spherical nucleus is called a bulge, because it bulges out from the disc. While the disc of our Galaxy is made up of stars of all ages, the bulge contains old stars dating from the time the galaxy formed, more than 10 billion years ago. Thus, studying the bulge allows astronomers to know more about how our Galaxy formed.


To do this, an international team of astronomers [2] analysed in detail the chemical composition of 50 giant stars in four different areas of the sky towards the Galactic bulge. They made use of the FLAMES/UVES spectrograph on ESO's Very Large Telescope to obtain high-resolution spectra.
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ESO PR Photo 34a/06 The Field around Baade's Window
Part of one of the four regions of the sky in the direction of the Galactic Bulge in which the astronomers measured the iron and oxygen abundances in stars. This particular field is in the vicinity of the so-called 'Baade's Window', a region with relatively low amounts of interstellar "dust" that could block the sight, allowing astronomers to peer into the central parts of the Milky Way galactic centre and beyond. The globular cluster NGC 6528 is visible in the lower left corner. The image is a colour composite, based on images obtained in the B-, V-, and I-filters with the FORS instrument on the ESO VLT. The images were extracted from the ESO Science Archive and processed by Henri Boffin (ESO). North is to the right and East on top.

The chemical composition of stars carries the signature of the enrichment processes undergone by the interstellar matter up to the moment of their formation. It depends on the previous history of star formation and can thus be used to infer whether there is a 'genetic link' between different stellar groups. In particular, comparison between the abundance of oxygen and iron in stars is very illustrative. Oxygen is predominantly produced in the explosion of massive, short-lived stars (so-called Type II supernovae), while iron instead originates mostly in Type Ia supernovae [3], which can take much longer to develop. Comparing oxygen with iron abundances therefore gives insight on the star birth rate in the Milky Way's past.
"The larger size and iron-content coverage of our sample allows us to draw much more robust conclusions than were possible until now," said Aurelie Lecureur, from the Paris-Meudon Observatory (France) and co-author of the paper.


The astronomers clearly established that, for a given iron content, stars in the bulge possess more oxygen than their disc counterparts. This highlights a systematic, hereditary difference between bulge and disc stars.


"In other words, bulge stars did not originate in the disc and then migrate inward to build up the bulge but rather formed independently of the disc," said Zoccali. "Moreover, the chemical enrichment of the bulge, and hence its formation timescale, has been faster than that of the disc."


Comparisons with theoretical models indicate that the Galactic bulge must have formed in less than a billion years, most likely through a series of starbursts when the Universe was still very young.
ESO PR Photo 34b/06 The Oxygen Abundance in the Bulge
Ratio of Oxygen over Iron abundance as a function of the iron content in stars (both axis are using logarithmic scales). The green circle denotes the stars in the Bulge studied by the present astronomers, while the yellow triangles and blue crosses are previous data obtained for stars in the disc of our Galaxy. The bulge stars are clearly more oxygen-rich than disc stars, highlighting the 'genetic difference' between the bulge and disc stars.
Notes

[1]: "Oxygen abundances in the Galactic bulge: evidence for fast chemical enrichment" by Zoccali et al. It is freely available from the publisher's web site as a PDF file.

[2]: The team is composed of Manuela Zoccali and Dante Minniti (Universidad Catolica de Chile, Santiago), Aurelie Lecureur, Vanessa Hill and Ana Gomez (Observatoire de Paris-Meudon, France), Beatriz Barbuy (Universidade de Sao Paulo, Brazil), Alvio Renzini (INAF-Osservatorio Astronomico di Padova, Italy), and Yazan Momany and Sergio Ortolani (Universita di Padova, Italy).

[3]: Type Ia supernovae are a sub-class of supernovae that were historically classified as not showing the signature of hydrogen in their spectra. They are currently interpreted as the disruption of small, compact stars, called white dwarfs, that acquire matter from a companion star. A white dwarf represents the penultimate stage of a solar-type star. The nuclear reactor in its core has run out of fuel a long time ago and is now inactive. However, at some point the mounting weight of the accumulating material will have increased the pressure inside the white dwarf so much that the nuclear ashes in there will ignite and start burning into even heavier elements. This process very quickly becomes uncontrolled and the entire star is blown to pieces in a dramatic event. An extremely hot fireball is seen that often outshines the host galaxy.
Penn study suggests a new type of pain reliever that may benefit the heart

(Philadelphia, PA) - Building on previous work, researchers at the University of Pennsylvania School of Medicine have found that deleting an inflammation enzyme in a mouse model of heart disease slowed the development of atherosclerosis. What's more, the composition of the animals' blood vessels showed that the disease process had not only slowed, but also stabilized. This study points to the possibility of a new class of nonsteroidal anti-inflammatory drugs (NSAIDs) that steer clear of heart-disease risk and work to reduce it.


Senior author Garret FitzGerald, MD, Director of the Institute for Translational Medicine and Therapeutics at Penn, and colleagues report their findings this week in the online edition of the Proceedings of the National Academy of Sciences.


NSAIDs like ibuprofen (Advil) and naproxen (Naprosyn) relieve pain and inflammation by blocking the cyclooxygenases, or COX enzymes (COX-1 and COX-2). These enzymes help make fats called prostaglandins. COX-2 is the most important source of the two prostaglandins - PGE2 and prostacyclin - that mediate pain and inflammation. However, COX-2-derived PGE2 and prostacyclin may also protect the heart, and loss of this function - particularly suppression of prostacyclin - explains the risk of heart attacks from NSAIDs that inhibit COX-2, such as rofecoxib (Vioxx), valdecoxib (Bextra), and celecoxib (Celebrex).


The problems with COX-2 inhibitors have prompted the search for alternative drug targets that suppress pain and inflammation yet are safe for the cardiovascular system. One possibility is an enzyme called mPGES-1, which converts PGH2 (a chemical product of COX-2) into PGE2. Previous studies at other institutions in mice lacking mPGES-1 suggest that inhibitors of this enzyme might retain much of the effectiveness of NSAIDs in combating pain and inflammation. However, unlike COX-2 inhibition or deletion, the Penn researchers had found that mPGES-1 deletion did not elevate blood pressure or predispose the mice to thrombosis. This work began to raise the possibility that mPGES-1 inhibitors might even benefit the heart.


In the PNAS study, the researchers studied the impact of deleting the mPGES-1 gene in mice predisposed to hardening of the arteries. Removing the enzyme had a dramatic effect on the development of the disease. "Both male and female mice slowed their development of atherosclerosis," explains first author Miao Wang, PhD, a postdoctoral fellow in the Penn Institute.


The composition of the blood vessels of the transgenic mice suggested that the disease process had not only slowed, but also stabilized. Collaborators Ellen Pure and Alicia Zukas at the Wistar Institute examined the detailed structure of the diseased arteries. Deleting mPGES-1 resulted in a dramatic change in the cellular constituents of the atherosclerotic plaques seen in the transgenic mice. In the absence of the enzyme, the diseased vessels were depleted of immune cells called macrophages, which led to the predominance of vascular smooth muscle cells in blood vessel walls. In turn, this led to a switch in the form of collagen - a fibrous structure that contributes to the fabric of plaques - to a more stable and benign form.


"It seems that it is the complete reverse of the mechanism that creates problems for COX-2 inhibitors," says FitzGerald. Mice lacking mPGES-1 boost their production of prostacyclin, the major heart-protecting fat produced by COX-2. They do this by redirecting prostacylcin to vascular smooth muscle cells. The same mechanism explains the group's earlier findings on blood pressure and thrombosis.


"It remains to be determined whether specific inhibitors of mPGES-1 can replicate the consequences of removing the gene" explains FitzGerald, "And if so, whether these results will translate from mice to humans."


In the meantime, these results, say the investigators, will fuel interest in the possibility of a new class of "super NSAIDs," which may not just avoid the risk of heart disease, but also actually work to diminish it.

Study co-authors are Yiqun Hui and Emanuela Riciotti, both from Penn, as well as Alicia Zukas and Ellen Pure from the Wistar Institute, Philadelphia. This research was funded by the National Heart, Lung, and Blood Institute.
Nicotine Lessens Symptoms of Depression in Nonsmokers

DURHAM, N.C. - Nicotine may improve the symptoms of depression in people who do not smoke, Duke University Medical Center scientists have discovered.


The finding does not mean that people with depression should smoke or even start using a nicotine patch, the researchers caution. They say that smoking remains the No. 1 preventable cause of death and disability in the United States, and that the addictive hazards of tobacco far outweigh the potential benefits of nicotine in depression.


But the finding suggests that it may be possible to manipulate nicotine's effects to safely reap its potential medical benefits, according to the researchers. As an example of the drug's potential, they said, pharmaceutical companies already are developing compounds for treating other brain disorders by mimicking the beneficial properties of nicotine while avoiding its addictive nature.


"The hope is that our research on nicotine will spur the development of new treatments for depression, which is a huge public health problem," said lead study investigator Joseph McClernon, Ph.D., an assistant research professor of medical psychiatry and researcher at the Duke Center for Nicotine and Smoking Cessation Research.


"Our study also provides evidence that smokers may indeed smoke, in part, to improve their mood - a notion that has been quite controversial in the field," he said.


The team's findings are scheduled to appear the week of Sept. 11, 2006, in the online edition of the journal Psychopharmacology and will be published in print in November.


The research was supported by the National Alliance for Research on Schizophrenia and Depression.


Scientists have established that people prone to depression are twice as likely to be smokers, and are less likely to succeed in quitting smoking after taking up the habit, according to McClernon. The Duke study explored the theories behind the higher smoking rates among people experiencing depression.


"Smokers may be more prone to depression than nonsmokers," said Edward Levin, Ph.D., a professor of biological psychiatry and researcher at the Duke center, who was senior investigator in the current study. "Or, people with depression may be self-medicating by smoking, albeit in a deadly way."


In the study, the researchers recruited 11 people who did not smoke but who were experiencing symptoms of depression. Participants were randomly assigned to wear either a nicotine patch or a placebo patch that did not contain any nicotine. The researchers used a standardized method, a 20-item questionnaire called the Center for Epidemiological Studies Depression scale, to measure depression symptoms among the study participants.


"Despite the small number of participants, this is the largest study of its kind," McClernon said.


The team found that participants who wore the nicotine patch for at least eight days experienced a significant decline in their depression-assessment rating scores. McClernon said this finding indicates that the drug led to an improvement in depression symptoms.


As a possible explanation for how nicotine exerts its beneficial effect, McClernon said: "The same areas of the brain that are stimulated by nicotine appear to be involved in the regulation of mood."


Nicotine stimulates the release of specific neurotransmitters, including serotonin, dopamine, and norepinephrine, which carry messages between nerves cells. Depression has been linked to chemical imbalances of these neurotransmitters, McClernon said.


Looking ahead to possible therapeutic uses of nicotine for treating depression, the researchers say the nicotine molecule can be manipulated to remove its addictive effect while maintaining its ability to increase levels of the various brain chemicals that can alter mood. Currently, pharmaceutical companies are developing nicotinelike drugs that target chemical imbalances in the brain that are thought to cause anxiety, schizophrenia, attention deficient hyperactivity disorder, Alzheimer's disease and Parkinson's disease.


The study also suggests that people prone to depression may need extra help in order to quit smoking, such as nicotine replacement therapy, the scientists said.


Despite the positive effects of nicotine discovered in their study, the researchers emphasize that it is not currently appropriate for treatment of any medical disorder outside of nicotine dependence.

"I certainly recommend that people don't smoke," Levin said. "If you do smoke, quit."

Other researchers participating in the study included F. Berry Hiott, Eric C. Westman and Jed E. Rose.
MIT forges greener path to iron production

Technique eliminates greenhouse gases associated with process
CAMBRIDGE, Mass. - MIT engineers have demonstrated an eco-friendly way to make iron that eliminates the greenhouse gases usually associated with its production.


The American Iron and Steel Institute (AISI) announced recently that the team, led by Donald R. Sadoway of the Department of Materials Science and Engineering, has shown the technical viability of producing iron by molten oxide electrolysis (MOE).


"What sets molten oxide electrolysis apart from other metal-producing technologies is that it is totally carbon-free and hence generates no carbon dioxide gases - only oxygen," said Lawrence W. Kavanagh, AISI vice president of manufacturing and technology.


The work was funded by the AISI/Department of Energy Technology Roadmap Program (TRP). The TRP goal is to increase the competitiveness of the U.S. steel industry while saving energy and enhancing the environment. According to the AISI, the MIT work "marks one of TRP's breakthrough projects toward meeting that goal."


Unlike other iron-making processes, MOE works by passing an electric current through a liquid solution of iron oxide. The iron oxide then breaks down into liquid iron and oxygen gas, allowing oxygen to be the main byproduct of the process.


Electrolysis itself is nothing new - all of the world's aluminum is produced this way. And that is one advantage of the new process: It is based on a technology that metallurgists are already familiar with. Unlike aluminum smelting, however, MOE is carbon-free.


"What's different this time is that we have the resources to take the time to unravel the underlying basic science," said Sadoway, the John F. Elliott Professor of Materials Chemistry. "No one has ever studied the fundamental electrochemistry of a process operating at 1600ºC. We're doing voltammetry at white heat!"


The result? "I now can confirm that in molten oxide electrolysis we'll see iron productivities at least five times that of aluminum, maybe as high as 10 times. This changes everything when it comes to assessing technical viability at the industrial scale."


MIT will continue further experiments to determine how to increase the rate of iron production and to discover new materials capable of extending the life of certain reactor components to industrially practical limits. This work will set the stage for construction of a pilot-scale cell to further validate the viability of the MOE process and identify scale-up parameters.
Regular, moderate-to-vigorous aerobic exercise significantly reduces

SEATTLE - Regular, moderate-to-vigorous aerobic exercise significantly reduces a risk factor associated with the formation of colon polyps and colon cancer in men, according to a study led by researchers at Fred Hutchinson Cancer Research Center. The findings, from the first randomized clinical trial to test the effect of exercise on colon-cancer biomarkers in colon tissue, appear in the September issue of Cancer Epidemiology, Biomarkers and Prevention.


"In men who met the study's exercise prescription of an hour of aerobic activity per day, six days a week for a year, we saw a substantial decrease in the amount of cellular proliferation in the areas of the colon that are most vulnerable to colon cancer," said lead author Anne McTiernan, M.D., Ph.D., an internist and epidemiologist who directs the Hutchinson Center's Prevention Center. "However, we found that even four hours or more of exercise weekly was enough to produce a significant benefit," she said.


Specifically, the researchers saw a decrease in the number of actively dividing cells, or cellular proliferation, within the colonic crypts - tiny tube-like indentations in the lining of the colon, or epithelium, which help regulate the absorption of water and nutrients. "A certain amount of cellular proliferation at the bottom part of the crypt is normal. But when these cells start dividing too quickly, they can migrate up the sides of the crypt to the surface and eventually form a polyp," she said. While most polyps are benign, over time some types can become malignant.


The researchers found an inverse relationship between the amount and intensity of exercise and the levels of cellular proliferation, as measured by how far the migrating cells traveled from the base of the crypt and up the sides toward the surface of the epithelium.


A significant decline in cellular proliferation was observed among men who worked out an average of four hours a week or more and in those whose cardiopulmonary fitness was most robust. The greatest decrease in cellular proliferation was seen in men who exercised more than five hours a week. No such decrease was seen among sedentary men or those who exercised infrequently.


"Proliferation in the upper section of the colon crypt decreased among those exercising for a mean 250 minutes per week or greater, which is important because this pattern of proliferation is most associated with risk for colon cancer," the researchers reported.


Body weight did not appear to have an impact on the effect of exercise on cellular proliferation. "These effects were independent of weight. Vigorous exercise was helpful for men of any size, as long as they worked out nearly every day," said McTiernan, a member of the Public Health Sciences Division at the Hutchinson Center and a faculty member at the University of Washington.


So while men of all shapes and sizes seemed to benefit from frequent, vigorous workouts of at least four hours a week, the investigators saw no notable changes in markers of cellular proliferation in their female counterparts. "This finding supports previous epidemiological studies that also have suggested that regular exercise reduces the risk of colon cancer in men more than in women," McTiernan said. "It's not a finding that we really wanted to see, but at least our results are consistent with those of previous population-based, epidemiological studies."


The mechanism behind the null effect in female exercisers is unknown. Possible explanations, the researchers hypothesize, include the fact that exercise lowers the level of naturally occurring estrogen, a hormone that protects the colon. Another possible explanation is that the men worked out more vigorously and more often than did the women. "On average, the men in the study met their physical-activity goal of an hour a day, six days a week, whereas the women met about 80 percent of their goal. Also, the men spent more time jogging or running compared to the women," McTiernan said. "The women still did very well in this exercise intervention, but it may not have been enough to protect the colon."


The study, which was funded by the National Cancer Institute and the National Institutes of Health, involved 202 healthy, sedentary Seattle-area men and women between the ages of 40 and 75. All had undergone a colonoscopy within three years of participating in the year-long intervention to confirm the absence of colon cancer. Before and after completion of the study, the participants also underwent a flexible sigmoidoscopy, a procedure that allows for visual inspection of the rectum and lower colon, and the collection of tissue samples from the mucosal lining of the colon.


Half of the participants were randomly assigned to an exercise group and half were randomly assigned to a comparison, or control group. The exercisers were asked to engage in moderate to vigorous activity six days a week for a year, both on their own and at a one of several exercise facilities (including one located at the Hutchinson Center). They were also asked to maintain their regular eating habits for the duration of the study. Those in the control group were asked to maintain their current activity level and diet for a year, after which they had an opportunity to exercise for two months at no cost with a personal trainer at one of several study facilities. The Seattle Foundation and Precor Inc. of Bothell donated exercise equipment for the state-of-the-art Hutchinson Center exercise facility.


Adherence to the program was excellent, as indicated by daily exercise logs; 80 percent of the exercisers met more than 80 percent of their six-hour-a-week goal.


A major strength of the study was its randomized, controlled, clinical-trial design, which enabled the researchers to minimize the impact of confounding factors, document exercise activity and examine the direct effects of exercise on colon tissue.


"I think that this study really underscores the new activity recommendations from the USDA and the Institute of Medicine, both of which advise people to exercise an hour a day, six days a week for weight control and general health," McTiernan said.

Researchers from the University of Washington School of Medicine, Veterans Affairs Puget Sound Health Care System and Virginia Mason Medical Center in Seattle collaborated on the study.
Really?

The Claim: Heart Attacks Are More Common on Birthdays

By ANAHAD O’CONNOR
THE FACTS If the stress of a pink slip or the strain of physical exertion can set off a heart attack, then why not the emotion associated with birthdays?

Although typically a time of celebration, birthdays for some can be filled with intense pressure and even anguish, a day of silent despair or expectations unfulfilled. That, scientists say, is particularly true with the elderly, who are more likely on birthdays to begin to think of their lives in terms of how much time is left, rather than how much time has passed.


One extensive examination of the claim was conducted by Canadian researchers and published in the journal Neurology this year. In the study, the researchers tracked more than 50,000 patients, with an average age about 70, who were treated for heart failure at hospitals in Ontario in a two-year period. What they found was a strong relationship between birthdays and the onset of so-called vascular events.


Strokes, acute myocardial infarctions and transient ischemic attacks were 27 percent more likely to occur on birthdays than on other days of the year. Still, there was no corresponding increase for other types of illness, like appendicitis, head trauma or symptoms of asthma, suggesting that heart attacks were unique. The scientists attributed the phenomenon largely to anxiety and other “psychosocial stressors,” but other factors may be involved.


Another large study, in New Jersey in 1993, found a similar birthday spike - 21 percent for men and 9 percent for women - suggesting that overindulgence may play a role. Drinking and smoking, for example, are more common on birthdays, especially among men, something that could also explain the gender difference in the New Jersey study.

THE BOTTOM LINE Heart attacks occur more frequently on birthdays than on other days of the year.
Science

The Wide, Wild World of Genetic Testing

By ANDREW POLLACK

A MEDICAL journal in March published a study suggesting that drinking coffee can raise the risk of heart attack, but only for people with a gene that makes them slow metabolizers of caffeine. Experts called the finding intriguing, but said it needed to be validated by others and its health implications better understood.


Still, Consumer Genetics, a company formed only a month earlier, is already advertising a genetic test that purports to tell consumers whether they can continue to enjoy their morning jolt.


That is how fast things can move in the rapidly expanding, chaotic and largely unregulated world of direct-to-consumer genetic testing, an industry at the confluence of two of the greatest of recent technological achievements - the Human Genome Project and the Internet.


With a few mouse clicks, consumers can order tests that promise to tell them if they are at risk for particular diseases, to trace their ancestry back to the time of Genghis Khan, to help choose which antidepressant would be best for them, to identify the sex of their fetus as few as five weeks into pregnancy and to give advice on diet or exercise.


About two dozen companies, most started in the last few years, now offer tests, which generally cost from just under $100 to several hundred dollars. Usually, consumers receive a kit requiring them to swab the inside of their cheek to obtain a DNA sample, which they mail back to the company.


Some of the companies say their business is growing quickly. “People are beginning to take a whole lot of interest in preserving their own health,’’ said Kim Bechthold, chief executive of NeuroMark Genomics, which offers a test that it says determines whether a person is at risk of depression after experiencing life’s traumas.


But other companies are struggling. And there are other clouds over the industry.


Critics say that many tests are unproven, unnecessary or even “modern-day snake oil,” as Senator Gordon H. Smith, Republican of Oregon, said in July when he was chairman of a hearing on home DNA tests. The Federal Trade Commission has issued an alert to consumers that some tests “lack scientific validity and others provide medical results that are meaningful only in the context of a full medical evaluation.”


Even when the tests are valid, some genetics experts say, they are so complex that consumers need a doctor or even a genetic counselor to help them interpret the results.


The quality of service can also be questionable. As of early this month, Consumer Genetics did not have the caffeine test ready, even though it was advertised on its Web site. And one customer who ordered a test from NeuroMark in May did not receive a test until mid-August, despite numerous e-mailed promises from the company. Ms. Bechthold said the company had been overwhelmed by demand after its test was mentioned in an article.


Some of the tests are well validated, and some service is fastidious. Some testers say that it is a matter of judgment when a test has been sufficiently validated, and that consumers have the right to information.


“This is really all about consumer choice at the end of the day,’’ said Ryan Phelan, chief executive of DNA Direct, a San Francisco company that offers generally well-established tests, like for genetic mutations that cause cystic fibrosis.


The history, strategy and financial wherewithal of the companies offering at-home tests vary. Sciona, a Boulder, Colo., company that offers diet advice based on genetic variations, has attracted $20 million from biotechnology venture capitalists. Sorenson Genomics, which offers ancestry testing through its Relative Genetics and GeneTree Web sites, was bankrolled by James LeVoy Sorenson, a medical-device entrepreneur.


But many companies appear to operate on a shoestring. Theral Timpson, president of Consumer Genetics, said his company, in Sunnyvale, Calif., had not raised much money yet and hoped to support itself by selling tests in the meantime. Mr. Timpson, who once was a marketing manager for a company selling labware, said his company was formed after he and a business partner met someone who had developed a test to determine the sex of a six-week-old fetus.


Then there are companies like CyGene Laboratories and DNAPrint Genomics, which were developing other technologies but began offering consumer tests, apparently as a more immediate way to bring in revenue.


Jorge A. Leon, president of Leomics Associates, a diagnostics industry consulting firm, estimated it would require $2.5 million to set up a government-certified testing lab and a Web site for marketing. But a garage lab could be started with a few hundred thousand dollars, he said. And many of the consumer testing companies farm out their work to a lab rather than set up their own.


Once a scientific paper about the effect of a genetic variation is published, a test for the variation can usually be set up in months. In some cases there are patent rights that must be licensed, in other cases not. Or a patent might be granted years after the first scientific publication and companies already offering the test might be asked to stop.


Most of the companies involved in direct-to-consumer DNA testing are private, so it is difficult to judge how they are doing. Sorenson Genomics contends that it does more than $10 million a year in consumer genealogy testing. “Our business has doubled in just six months,’’ said Doug Fogg, the company’s chief operating officer.


Genelex, one of the oldest companies in the business, has been offering direct-to-consumer paternity tests since the mid-1990’s. Howard Coleman, its founder, had worked as a contractor and ski instructor before going back to school to study molecular biology.


Last year, the company, which is privately held and based in Seattle, had $2.2 million in revenues, Mr. Coleman said. It sold about 2,000 paternity tests and 500 each of pharmacogenetic and nutrigenetic tests. Sales of the latter two tests, which use information on certain genes to recommend medicines or a certain diet, are doubling every year, he said.


But the regulatory filings of companies that are publicly traded paint a more dismal picture. GeneLink, of Jersey City, said that sales in the first half of this year dropped 70 percent, to $83,337, because it did not have enough money for marketing and sales. It had only $82,000 in cash.


In some cases, genetic tests are used to sell “personalized’’ nutritional supplements or skin creams. Some Sciona tests are sold by Market America, which also sells supplements. And the test developer Interleukin Genetics is majority owned by the parent company of Amway.


The nutrigenetic tests were criticized at the Senate hearing. The Government Accountability Office said that it had found “personalized” supplements costing $1,200 a year with the same ingredients as vitamins that sold for $35 a year at a store.


Such criticisms could increase the pressure for regulation. “I think it’s impossible to discern which companies are reputable and which are reprehensible,” said Kathy Hudson, director of the genetics and public policy center at Johns Hopkins University.


Tests offered by a single laboratory usually do not need approval from the Food and Drug Administration before they can be sold. But the F.D.A. is showing signs of changing its stance.


Medical testing laboratories are regulated by Medicare, but that regulation is intended to determine only if a lab can detect a genetic variation reliably. It is not concerned whether the variation really does mean a person is at risk of depression or shouldn’t drink coffee.


Some people in the industry say they welcome some regulation, though requiring every test to be pre-approved by the F.D.A. could stifle development. Voluntary industry standards may be one solution.


“We do look forward to developing appropriate standards for this business,” said Rosalynn Gill-Garrison, a founder at Sciona.
Why adolescents put themselves first

Helen Thomson, Norwich


Teenagers are more selfish than adults because they use a different part of their brain to make decisions compared to adults, new research suggests.


Previous work has shown that when children reach puberty, there is an increase in connections between nerves in the brain. This occurs particularly in the area involved in decision-making and awareness of other people’s feelings, called the "mentalising network".


Now Sarah-Jayne Blakemore, a cognitive neuroscientist from University College London, UK, has used functional magnetic resonance imaging (fMRI) to scan the brains of 19 adolescents (aged 11 to 17) and 11 adults (aged 21 to 37) whilst they were asked questions relating to decision-making. Questions such as: “You’re going to the cinema, where do you look for film times?”


Blakemore found that teenagers rely on the rear part of the mentalising network to make their decisions, an area of the brain called the superior temporal sulcus. In contrast, adults use the front part, called the prefrontal cortex.


The superior temporal sulcus is involved in processing very basic behavioural actions, whereas the prefrontal cortex is involved in more complex functions such as processing how decisions affect others. So the research implies that "teenagers are less able to understand the consequences of their actions", says Blakemore.

Taken care of


In a separate experiment, Blakemore asked 112 participants (aged from 8 to 37) to make decisions about other people’s welfare and timed how long it took them to respond. The questions included: "How would your friend feel if she wasn’t invited to your party?"


She found that the response time got shorter as the participants got older, suggesting that the older people found it easier to put themselves in other people's shoes.


Blakemore suggests that both findings might be explained by an evolutionary mechanism in which the development of the brains of adolescents takes precedence over its performance. “You don’t need to be on a par with other people because you are looked after until reproductive age. Only then do you need to start to take into account other people’s perspectives.”

Work in progress


The work has implications for the types of responsibility given to adolescents, Blakemore says: “Teenager’s brains are a work in progress and profoundly different from adults. If you’re making decisions about how to treat teenagers in terms of the law, you need to take this new research into account.”


Sam Lewis, a specialist in youth crime and justice, from the University of Leeds, says there has in fact been a shift away from welfare-focused approaches to youth punishment in the UK: “Today, responses to youth crime tend to emphasise offender responsibility, accountability and punishment. It seems likely that the concerns of many, including those of Dr Blakemore, may be lost in the tide of punitive policies being pursued by the government.”

The research was presented at the British Association for the Advancement of Science Festival in Norwich, UK.
Why viral stowaways are a baby’s best friend

Andy Coghlan

Harmless viruses apparently stowed away for millions of years in the DNA of mammals have proved to be more than idle passengers.


New research in live sheep has demonstrated for the first time that they help embryos change shape, implant themselves in the womb and grow a placenta. The same almost certainly happens in other mammals, including humans, they say.


The findings provide new insights into how so-called endogenous retroviruses (ERVs) and mammals evolved together to the mutual advantage of both. ERVs typically account for 8% to 10% of the DNA in most mammals, including humans.


Far from being relics of infection dumped in the genetic equivalent of an attic, these viruses are turning out to play an active role in the way mammals develop and survive. Besides the role in pregnancy identified by the new research, they are already reckoned to help protect against harmful viruses, a role that could open up new avenues of medical treatment.

Pregnancy loss


Tom Spencer and his colleagues at Texas A&M University in College Station, US, studied the role of ERVs in pregnancy through lab experiments and on live sheep. They already suspected from the lab work on sheep embryos that endogenous Jaagsiekte sheep retroviruses (enJSRVs) help embryos develop.


In the new work, they proved their suspicions correct by injecting the womb linings of sheep with a drug which blocks activity of the virus. The drug was designed to block the specific “envelope” gene of the virus suspected of aiding pregnancy.


Pregnant sheep given the virus-blockers suffered miscarriages. “When production of the envelope protein was blocked in the early placenta, the growth of the placenta was reduced and its development inhibited,” says Spencer. “The end result was that the sheep suffered recurrent early pregnancy loss.”


“The main message is that endogenous retroviruses are important for reproduction and may have been a major factor shaping evolution of the placenta,” says Spencer, who co-led the research with Massimo Palmarini from the University of Glasgow Veterinary School in the UK.

Good virus to catch


“We currently think that enJSRVs arose from ancient infections of small ruminants during their evolution,” explains Spencer. Previously, these same ruminants relied on a native gene that had evolved to orchestrate the early stages of pregnancy.


But when the virus embedded itself following infection, it produced a protein which did the job even better, and became part of the ruminant’s own, heritable DNA.


Ruminants with the virus gene bred more successfully as a result, so the gene became dominant in the early ruminants and in the sheep which evolved from them. “Now, we know that enJSRVs are found in the DNA of every sheep on the planet,” Spencer says.


Moreover, it is likely that there is a human counterpart, called HERV-W, which has been shown in lab studies to do a similar job. But the work in sheep is the first demonstration of the virus’s job in live animals.


As well as their role in pregnancy, ERVs are already known to protect against other viruses. In sheep, for example, enJSRVs block the life cycle of related but infectious JSRVs which cause lung cancers and pneumonia in sheep – and which killed Dolly the cloned sheep.

"Adopting" HIV


By finding out more about how enJSRVs function in development of the sheep placenta, Spencer and Palmarini hope to cast more light on how defects in the process might trigger infertility in women. “Our results should have implications for both animal production in agriculture, as well as human health,” says Spencer.


Likewise, the potential for ERVs to protect against viruses could yield new ways to treat viral infections, which is why the work was co-funded by the US National Institutes of Health and the UK's Wellcome Trust.


Spencer says that none of the retroviruses “adopted” by the human genome has any surviving infectious counterpart, suggesting that our adopted viruses have “won” the battle for us and wiped out viruses that were previously infectious.


The tantalising implication, he says, is that in years to come we will be protected from today’s killer viruses, like HIV and the hepatitis viruses, by endogenous versions which have taken up residence in our own DNA. Journal reference: Proceedings of the National Academy of Sciences (DOI: 10.1073/pnas.0603836103)
Tailored medicines for rich and poor alike

Peter Aldhous


It may not be personalised medicine, but it's the next best thing: a guide to which drugs are likely to work best in different populations across the globe. That is the goal of the Pharmacogenetics for Every Nation Initiative (PGENI), which aims to spread the medical benefits of advances in pharmacology and genetics to the developing world.


In rich nations, doctors are thinking about tailoring drug treatment to the individual by testing people for gene variants that make certain drugs fail or cause adverse reactions. Most countries, however, cannot afford to run genetic tests on every patient, says Howard McLeod of the University of North Carolina at Chapel Hill. "We thought about these great advances, and said 'when is the rest of the world going to benefit?'"

“We thought about advances in the developing world and said, 'when is the rest of the world going to benefit?'”


Over the past year, McLeod and his colleagues at Washington University in St Louis, Missouri, have built up a database of gene variants that affect the efficacy or toxicity of drugs on the World Health Organization's essential medicines list. They have put this together with information on the frequency of these variants in populations throughout the world, and they are starting to suggest which drugs are likely to be most effective in those populations.


There is little published information on population genetics in some parts of the world, so the PGENI team has forged its own links with local geneticists in 20 countries. In each nation, blood samples have been taken from 500 people in each major ethnic group to get a better idea of the frequency of the key gene variants. PGENI is also working with the countries' health ministries to convert its recommendations into national guidelines.

“In 20 countries, 500 people in each major ethnic group have been tested to get an idea of the frequency of key gene variants”


On its website, at www.pgeni.org, the project gives examples of recommendations based on the information it has collected so far. Han Chinese, for example, are more than four times as likely as white Americans to have a variant of a gene called TYMS that makes the drug methotrexate less effective at treating rheumatoid arthritis. US doctors prescribing this drug often initially hold back from also prescribing corticosteroids, which can help ease arthritis symptoms, because of the risk of side effects. For China, however, PGENI suggests combining methotrexate with corticosteroids right from the start.


"It's really been a labour of love so far," says McLeod, who is intending to approach the Bill and Melinda Gates Foundation for a six-year grant of $70 million. That would allow PGENI to cover a total of 104 countries and finance nine regional centres, which would process samples and train local scientists in pharmacogenetics.


Other specialists like McLeod's idea of targeting treatment recommendations to specific populations. "It fits very well with our concept of how pharmacogenomics can be relevant to the developing world," says Abdallah Daar of the Canadian Program on Genomics and Global Health at the University of Toronto, who is an adviser to PGENI.
Test can predict spread of eye cancer to liver
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By Jim Dryden


Scientists at Washington University School of Medicine in St. Louis have developed a method to predict whether melanoma of the eye will spread to the liver, where it quickly turns deadly. They also believe the molecular screening test may one day help determine the prognosis of patients with some types of skin melanoma.

This is a map of several class 2 tumors showing the simultaneous expression of many genes. Rows represent genes, columns are tumors. Red represents high expression and blue low. 
This is a map of several class 2 tumors showing the simultaneous expression of many genes. Rows represent genes, columns are tumors. Red represents high expression and blue low. All tumors on this map are likely to spread, but those with a "B" signature will metastasize to the liver more rapidly than those with "A" signatures.


J. William Harbour, M.D., the Paul A. Cibis Distinguished Professor of Ophthalmology and Visual Sciences and associate professor of cell biology and molecular oncology, reported on the screening test today at the American Academy of Cancer Research meeting in Chicago.


"About half of patients with ocular melanoma develop metastasis in the liver," says Harbour, who directs the ocular oncology service at the School of Medicine. "Ocular melanoma has a strong propensity to spread to the liver, and when it does, it usually leads to death within a very short time."


Doctors have known for many years that patient age, tumor size and location and shape of tumor cells all could help predict whether ocular melanoma was likely to spread. But none of those factors were accurate enough to influence treatment decisions in individual patients.


Now Harbour and colleagues have found that a particular molecular signature - that is, the pattern of activation of a group of genes in the tumor cells - accurately predicts risk for metastasis. Rather than analyzing a single protein or molecular factor, the test looks at how several factors work together.


"We were attempting to analyze these patterns the same way that our brain's work to recognize a face to tell whether a person is 'John' or 'Jane,'" Harbour explains. "We don't just look at a nose or an eye. We look at the whole face. And in this project we used computer software to look at many, many features of the tumor simultaneously."


Harbour's efforts identified two classes of tumors with distinct molecular signatures. One signature, called class 1, carries a low risk of metastasis - less than 90%. Tumors with a class 2 signature have a greater than 90 percent chance of spreading to the liver.


When he first identified the molecular signatures, Harbour was testing tumor tissue taken from cancerous eyes that had been surgically removed. But only about 10 percent of ocular melanoma patients have such drastic surgery. Most have tumors that are small enough to be treated with radiation therapy.


Because the eye remains intact in the vast majority of patients, Harbour's team needed to learn whether it is possible to run the molecular test on tumor samples gathered with a fine needle biopsy.


And the answer was 'yes.' "Even with the small amount of tumor tissue you get from a needle biopsy, the accuracy of the test is comparable to what we found when we had the entire tumor to work with," he says.


Harbour's molecular test can detect both whether a tumor is likely to spread to the liver and how fast. Some tumors tend to spread quickly while others take several years.


The researchers found two sub-groups of class 2 tumors, which differ mainly in a particular region of chromosome 8. One of these subgroups has lost a section of DNA called the short arm of chromosome 8, what's known as chromosome 8p.


"If a patient has a class 2 tumor, and they have lost chromosome 8p, then that person is at high risk for spread of the cancer into the liver and at high risk that it will occur rapidly," he says.


Knowing that the cancer is likely to spread quickly from the eye to the liver may allow for earlier, preventive treatments in high-risk patients. Harbour says at the very least, a person with a class 2 molecular signature should receive more frequent and more intensive surveillance to monitor the spread of the cancer. Many also may be candidates for pre-emptive therapy of some kind.


Melanoma of the eye is relatively rare, diagnosed in only about seven people per million each year in the United States or about 2,000 cases annually. But Harbour says that over a million additional individuals in the United States have one or more pigmented tumors in the eye that are too small to be called melanomas. Known as a nevus, or mole, the tiny, pigmented tumors can eventually develop into a melanoma. Harbour predicts the information gained from the genetic signatures in ocular melanomas may one day help to predict which of the small moles will turn into melanomas, thus allowing them to be treated earlier to reduce the chance of metastasis.


About half of all patients with eye melanoma have their tumors detected during routine eye exams, before they begin to affect vision. The other half experience blurred vision, see flashing lights and distortions or have defects in the visual field that usually involve blank spots in their peripheral vision. Most of the time, those symptoms won't mean there's an ocular melanoma, Harbour says, but they should be examined by an eye doctor.


Unlike skin melanomas, these eye tumors don't seem to be related to ultraviolet light exposure, but Harbour says he is learning that the molecular signatures of eye melanomas can be remarkably similar to those seen in some forms of more common skin melanoma.


"When we look at skin melanomas, we see similar molecular signatures that distinguish the lower-grade, horizontal growth pattern from the higher-grade, vertical growth pattern," he says. "So we are working very closely with other researchers at Washington University who study skin melanoma to see whether this test might be useful in predicting whether some patients with skin cancer might be at increased risk for metastasis."
Can hearing voices in your head be a good thing?


Psychologists have launched a study to find out why some people who hear voices in their head consider it a positive experience while others find it distressing.


The University of Manchester investigation – announced on World Hearing Voices Day (Thursday, 14th September) – comes after Dutch researchers found that many healthy members of the population there regularly hear voices.


Although hearing voices has traditionally been viewed as 'abnormal' and a symptom of mental illness, the Dutch findings suggest it is more widespread than previously thought, estimating that about 4% of the population could be affected.


Researcher Aylish Campbell said: "We know that many members of the general population hear voices but have never felt the need to access mental health services; some experts even claim that more people hear voices and don't seek psychiatric help than those who do.


"In fact, many of those affected describe their voices as being a positive influence in their lives, comforting or inspiring them as they go about their daily business. We're now keen to investigate why some people respond in this way while others are distressed and seek outside help."


Although the voices heard by psychiatric patients and members of the general population seem to be of the same volume and frequency, the former group tend to interpret the voices as more distressing and negative.


The team believes that external factors such as a person's life experiences and beliefs may be the key to these differences: for example, the presence of childhood trauma or negative beliefs about themselves could have an affect.


"If a person is struggling to overcome a trauma or views themselves as worthless or vulnerable, or other people as aggressive, they may be more likely to interpret their voices as harmful, hostile or powerful," said Aylish.


"Conversely, a person who has had more positive life experiences and formed more healthy beliefs about themselves and other people might develop a more positive view of their voices.


"People being treated for hearing voices are usually given medication in an attempt to eliminate the problem. By investigating the factors influencing how voices are experienced we hope to contribute to the development of psychological therapies to help people better understand and cope with their voices."
National study: Patients poorly prepared for end-of-life decisions

Queen's prof calls for better communication with doctors, family members

KINGSTON, Ont. Terminally-ill patients in Canada are poorly prepared to deal with end-of-life issues such as whether or not they will be resuscitated if they suffer a heart attack or other life-threatening medical complication, says Queen's University professor of Medicine Daren Heyland.


A national study led by Dr. Heyland, research director in the Department of Medicine at Kingston General Hospital, reveals that only one-third of the patients had even discussed with their physicians the possibility of receiving cardiopulmonary resuscitation (CPR).


"And if they do have these discussions, elderly patients are ill-equipped to participate in such discussions and to make such decisions," says Dr. Heyland. "The majority of patients do not know much about the process or expected outcomes of resuscitation."


In the study, face-to-face questionnaires were administered at five Canadian hospitals to older patients with end-stage cancer and advanced medical diseases, and where possible to one of their family members. Participants were asked about their information needs regarding the use of CPR as a means of keeping them alive, as well as the decision-making process and the role they wished to play in making this decision.


The Queen's study also underlines the important role of family members, who say they want to be informed and involved in the discussions and decision-making, he adds. Almost 60 per cent of patients and 81 per cent of family members prefer some degree of shared decision-making that includes the family member(s).


"Strategies that improve understanding of resuscitation in the hospital context and that foster discussions between patients, their family members, and physicians may improve the quantity and quality of communication and decision-making at the end of life," Dr. Heyland suggests.

The new findings are published in the September issue of the international journal CHEST, the publication of the American College of Chest Physicians. Also on the research team from Queen's are: Dianne Groll (Psychiatry/Medicine), Deb Pichora (Medicine), and Chris Frank (Geriatrics).


Dr. Heyland heads a national research group on palliative and end-of-life care initiatives located at Queen's and McMaster, with affiliates at other Canadian universities and hospitals. Funded by the Canadian Institutes of Health Research (CIHR), the five-year project began in 2004 and focuses on care in hospitals, intensive care units and home settings.


This is one of five studies undertaken by the team. They are examining how satisfied patients are with their care; how they make decisions about the kinds of treatments they receive at the end of life; the importance of where they die; and how aware patients are of the course of their disease and the odds of recovery.
Brown Engineers Build a Better Battery – With Plastic


It’s thin, light, flexible – and plastic. Brown University engineers Hyun-Kon Song and Tayhas Palmore have created a prototype polymer-based battery that packs more power than a standard alkaline battery and more storage capacity than a double-layered capacitor. Their work, published in Advanced Materials, will be of interest to the energy, defense and aerospace industries, which are looking at more efficient ways to deliver electricity.

PROVIDENCE, R.I. - Brown University engineers have created a new battery that uses plastic, not metal, to conduct electrical current. The hybrid device marries the power of a capacitor with the storage capacity of a battery.


A description of the prototype is published in Advanced Materials.


“Batteries have limits,” said Tayhas Palmore, an associate professor in Brown’s Division of Engineering. “They have to be recharged. They can be expensive. Most of all, they don’t deliver a lot of power. Another option is capacitors. These components, found in electronic devices, can deliver that big blast of power. But they don’t have much storage capacity. So what if you combined elements of both a battery and a capacitor?”

A new kind of battery


Tayhas Palmore, associate professor of engineering, left, and Hyun-Kon Song, a former postdoctoral research associate, figured out how to combine the advantages of batteries and capacitors in a plastic hybrid device.


That’s the question Palmore set out to answer with Hyun-Kon Song, a former postdoctoral research associate at Brown who now works as a researcher at LG Chem, Ltd. They began to experiment with a new energy-storage system using a substance called polypyrrole, a chemical compound that carries an electrical current. Discovery and development of polypyrrole and other conductive polymers netted three scientists the 2000 Nobel Prize in Chemistry.


In their experiments, Palmore and Song took a thin strip of gold-coated plastic film and covered the tip with polypyrrole and a substance that alters its conductive properties. The process was repeated, this time using another kind of conduction-altering chemical. The result: Two strips with different polymer tips. The plastic strips were then stuck together, separated by a papery membrane to prevent a short circuit.


The result is a hybrid. Like a capacitor, the battery can be rapidly charged then discharged to deliver power. Like a battery, it can store and deliver that charge over long periods of time. During performance testing, the new battery performed like a hybrid, too. It had twice the storage capacity of an electric double-layer capacitor. And it delivered more than 100 times the power of a standard alkaline battery.


But Palmore said the new battery’s form, as well as its function, is exciting. In width and height, it is smaller than an iPod Nano. And it’s thinner, about as slim as an overhead transparency.


“You start thinking about this polymer and you start thinking that you can create batteries everywhere out of it,” Palmore said. “You could wrap cell phones in it or electronic devices. Conceivably, you could even make fabric out of this composite.”


Palmore said some performance problems – such as decreased storage capacity after repeated recharging – must be overcome before the device is marketable. But she expects strong interest. Battery makers are always looking for new ways to more efficiently store and deliver power. NASA and the U.S. Air Force are also exploring polymer-based batteries.


“What we’ve got is a good concept,” Palmore said. “Put electroactive molecules into conducting polymers and you can come up with all sorts of interesting materials that store energy.” The National Science Foundation funded the work.
Researchers reveal 'extremely serious' vulnerabilities in e-voting machines


In a paper published on the Web today, a group of Princeton computer scientists said they created demonstration vote-stealing software that can be installed within a minute on a common electronic voting machine. The software can fraudulently change vote counts without being detected.


"We have created and analyzed the code in the spirit of helping to guide public officials so that they can make wise decisions about how to secure elections," said Edward Felten, the director of the Center for Information Technology Policy, a new center at Princeton University that addresses crucial issues at the intersection of society and computer technology.


The paper appears on the Web site for the Center for Information Technology Policy.


The researchers obtained the machine, a Diebold AccuVote-TS, from a private party in May. They spent the summer analyzing the machine and developing the vote-stealing demonstration.


"We found that the machine is vulnerable to a number of extremely serious attacks that undermine the accuracy and credibility of the vote counts it produces," wrote Felten and his co-authors, graduate students Ariel Feldman and Alex Halderman.


In a 10-minute video on their Web site, the researchers demonstrate how the vote-stealing software works. The video shows the software sabotaging a mock presidential election between George Washington and Benedict Arnold. Arnold is reported as the winner even though Washington gets more votes. (The video is edited from a longer continuously shot video; the long single-shot version will be available for downloading from the center's site as well.)


The researchers also demonstrate how the machines "are susceptible to computer viruses that can spread themselves automatically and invisibly from machine to machine during normal pre- and post-election activity."


Felten said that policy-makers should be concerned about malicious software infecting the Diebold AccuVote-TS and machines like it, from Diebold and other companies. "We studied these machines because they were available to us," the researchers wrote in their Web posting. "If we had gotten access to another kind of machine, we probably would have studied it instead."


Felten said, "There is reason for concern about other machines as well, even though our paper doesn't directly evaluate them. Jurisdictions using these machines should think seriously about finding a backup system in time for the November elections."


Felten, a professor of computer science and public affairs who is known for his groundbreaking work in computer security, said that some of the problems discussed in the paper cannot be fixed without completely redesigning the machine.


Other problems can be fixed by addressing software or electronic procedures. "But time is short before the next election," he said.


According to the researchers' paper, the Diebold machine they examined and another newer version are scheduled to be used in 357 U.S. counties representing nearly 10 percent of all registered voters. About half those counties, including all Maryland and Georgia, will use the exact machine examined by Felten's group.


Felten said that, out of security concerns, the Diebold machine infected with the vote-stealing software has been kept under lock and key in a secret location.


"Unfortunately election fraud has a rich history from ballot stuffing to dead people voting," he said. "We want to make sure this doesn't fall into the wrong hands. We also want to make sure that policy-makers stay a step ahead of those who might create similar software with ill intent."
General relativity survives grueling pulsar test - Einstein at least 99.95 percent right


An international research team led by Prof. Michael Kramer of the University of Manchester's Jodrell Bank Observatory, UK, has used three years of observations of the "double pulsar", a unique pair of natural stellar clocks which they discovered in 2003, to prove that Einstein's theory of general relativity - the theory of gravity that displaced Newton's - is correct to within a staggering 0.05%. Their results are published on the14th September in the journal Science and are based on measurements of an effect called the Shapiro Delay.


The double pulsar system, PSR J0737-3039A and B, is 2000 light-years away in the direction of the constellation Puppis. It consists of two massive, highly compact neutron stars, each weighing more than our own Sun but only about 20 km across, orbiting each other every 2.4 hours at speeds of a million kilometres per hour. Separated by a distance of just a million kilometres, both neutron stars emit lighthouse-like beams of radio waves that are seen as radio "pulses" every time the beams sweep past the Earth. It is the only known system of two detectable radio pulsars orbiting each other. Due to the large masses of the system, they provide an ideal opportunity to test aspects of General Relativity:


* Gravitational redshift: the time dilation causes the pulse rate from one pulsar to slow when near to the other, and vice versa.


* Shapiro delay: The pulses from one pulsar when passing close to the other are delayed by the curvature of space-time. Observations provide two tests of General Relativity using different parameters.


* Gravitational radiation and orbital decay: The two co-rotating neutron stars lose energy due to the radiation of gravitational waves. This results in a gradual spiralling in of the two stars towards each other until they will eventually coalesce into one body.


By precisely measuring the variations in pulse arrival times using three of the world's largest radio telescopes, the Lovell Telescope at Jodrell Bank, the Parkes radio-telescope in Australia, and the Robert C. Byrd Green Bank Telescope in West Virginia, USA, the researchers found the movement of the stars to exactly follow Einstein's predictions. "This is the most stringent test ever made of General Relativity in the presence of very strong gravitational fields - only black holes show stronger gravitational effects, but they are obviously much more difficult to observe", says Kramer.


Since both pulsars are visible as radio emitting clocks of exceptional accuracy, it is possible to measure their distances from their common centre of gravity. "As in a balanced see-saw, the heavier pulsar is closer to the centre of mass, or pivot point, than the lighter one and so allows us to calculate the ratio of the two masses", explains co-author Ingrid Stairs, an assistant professor at the University of British Columbia in Vancouver, Canada. "What's important is that this mass ratio is independent of the theory of gravity, and so tightens the constraints on General Relativity and any alternative gravitational theories." adds Maura McLaughlin, an assistant professor at West Virginia University in Morgantown, WV, USA.


Though all the independent tests available in the double pulsar system agree with Einstein's theory, the one that gives the most precise result is the time delay, known as the Shapiro Delay, which the signals suffer as they pass through the curved space-time surrounding the two neutron stars. It is close to 90 millionths of a second and the ratio of the observed and predicted values is 1.0001 +/- 0.0005 - a precision of 0.05%.


A number of other relativistic effects predicted by Einstein can also be observed. "We see that, due to its mass, the fabric of space-time around a pulsar is curved. We also see that the pulsar clock runs slower when it is deeper in the gravitational field of its massive companion, an effect known as "time dilation".


A key result of the observations is that the pulsar's separation is seen to be shrinking by 7mm/day. Einstein's theory predicts that the double pulsar system should be emitting gravitational waves - ripples in space-time that spread out across the Universe at the speed of light. "These waves have yet to be directly detected ", points out team member Prof. Dick Manchester from the Australia Telescope National Facility, "but, as a result, the double pulsar system should lose energy causing the two neutron stars to spiral in towards each other by precisely the amount that we have observed - thus our observations give an indirect proof of the existence of gravitational waves."


Michael Kramer concludes; "The double pulsar is really quite an amazing system. It not only tells us a lot about general relativity, but it is a superb probe of the extreme physics of super-dense matter and strong magnetic fields but is also helping us to understand the complex mechanisms that generate the pulsar's radio beacons." He concludes; "We have only just begun to exploit its potential!"
Tulane researcher reports on origin of deadly fever outbreak

Multiple genetic variants clue to source of Marburg hemorrhagic fever outbreak


NEW ORLEANS - Bats or other cave dwelling animals may have been responsible for the deadly 1998�0 outbreak of Marburg hemorrhagic fever among gold miners in the Democratic Republic of the Congo, according to an article in the Aug. 31, 2006, issue of the New England Journal of Medicine.


Daniel G. Bausch, associate professor of Tropical Medicine at Tulane University School of Public Health and Tropical Medicine and an international team of researchers identified multiple genetic variants of the virus in the outbreak, meaning the fever may have been spread directly to humans by the host animals. Marburg hemorrhagic fever, a severe filovirus-caused disease related to Ebola, was first identified in European research facilities in 1967 after outbreaks traced to infected monkeys imported from Uganda. Only a few sporadic cases were reported until the 1998�0 outbreak in the Democratic Republic of the Congo.


The team recorded a fatality rate of 83 percent for that outbreak. Young male miners comprised 52 percent of the cases, suggesting that exposure in underground mines was a factor in the spread of the disease. The discovery of multiple different genetic variants of the virus indicates that the two-year outbreak was fueled by repeated new introductions of the virus into humans from the primary reservoir, rather than simply a single introduction followed by person-to-person spread.


Bausch's study enhances our understanding of Marburg virus, which the Centers for Disease Control and Prevention list as a "select agent" that may potentially be used in bioterrorism. There is currently no approved treatment or vaccine for the disease.
Researchers test contaminant clean-up method at Savannah River Site

CLEMSON RESEARCH CLEANS UP WITH EDIBLE OIL

CLEMSON - Oil and water don’t mix, and that could be the key to edible vegetable-based oil being the answer to contaminant clean-up.


Clemson University researchers, in conjunction with the Savannah River National Laboratory (SRNL), are testing vegetable oil as a way to prevent contaminants from getting into groundwater aquifers. They say the method has the potential to help clean up chlorinated solvents, which are among the most common groundwater contaminants caused by industry. The study, which is taking place at the U.S. Department of Energy’s Savannah River Site, is funded with a $35,000 grant from SRS through the South Carolina Universities Research and Education Foundation (SCUREF).

Clemson University geologist Larry Murdoch said the oil is injected through hydraulic fractures made 20 to 30 feet into the ground. When injected, the vegetable oil draws in oil-based contaminants that have leaked from pipes or tanks. If mixed with water, the contaminants separate as droplets, with small amounts dissolving into the water and making it hazardous. But, if another oil is introduced, the contaminants steer clear of the water, drawn instead towards the edible-oil source.


“Something else can happen to clean up the contaminants,” said Murdoch. “Some microbes in the ground subsurface will degrade solvents. The edible oils create the right conditions for those kinds of microbes to flourish, so they seek out the contaminants and break them down. We hope the oil will both trap and destroy contaminants underground.”


SRNL Laboratory Director Todd Wright of Washington Savannah River Company said collaborative research that combines the expertise at Clemson with that of SRNL is one of the best ways to advance the development of new methods for cleaning up and restoring the environment.


“By working together, making use of our respective knowledge bases, we can add new, cost-effective tools to the nation’s toolbox for addressing widespread environmental issues,” he said.


Since February, SRNL investigators have monitored levels of contaminant vapors and other indicators to determine whether the oil is attracting the contaminants at the test site. Murdoch said preliminary results are exciting, suggesting the process is working as anticipated. The project wraps up at the end of September.
	This is an amazing discovery, since cooking oil is a contaminant in rivers.  If it is possible to use old cooking oil to remediate polluted soils, two major problems could be solved at one swoop!


Nearly nine of 10 who seek individual market health insurance never buy a plan

One of five who applies for coverage in individual market is turned down or charged higher prices due to pre-existing conditions


New York, NY, September 14, 2006 - A new report from the Commonwealth Fund finds that, as employers cope with rising health care costs by dropping health benefits or increasing employee cost-sharing through higher deductibles, workers and their families are being squeezed. When people lose coverage, many who turn to the individual insurance market find that coverage is unobtainable or unaffordable. The report also finds that those with high-deductible health plans are more likely than those with lower deductibles to have burdensome medical debt and to forego needed health care; those with low incomes are especially at risk.


An overwhelming majority-89%-of working-age adults who sought coverage in the individual market during the past three years ended up never buying a plan. A majority (58%) found it very difficult or impossible to find affordable coverage. One-fifth (21%) of those who sought to buy coverage were turned down, were charged a higher price because of a pre-existing condition, or had a health problem excluded from coverage.


"More workers and their families are losing employer-sponsored health insurance," said Commonwealth Fund Assistant Vice President Sara Collins, lead author of the report. "Most of the increase in the number of uninsured Americans-now upwards of 46.6 million-was due to a decline in workplace coverage. Although the individual market is a last resort for those shut out of employer-sponsored coverage, it is by no means a safe or secure haven for everyone."


People with High-Deductible Health Plans Face Potentially Large Cost Burdens The report also highlights the increasing cost burdens families are facing due to the decline in the quality of coverage and more cost-shifting to employees. Adults with high-deductible health plans-both those with individual market or employer-based coverage-have higher out-of-pocket costs than do those with lower-deductible plans. In addition, many adults with such plans are left with burdensome medical bills because of limits to their insurance coverage. Two of five (40%) of those with deductibles over $1,000 had expensive medical bills for services not covered by their insurance, compared to about one-fifth (19%) of those with deductibles under $500.


The report, Squeezed: Why Rising Exposure to Health Care Costs Threatens the Health and Financial Well-Being of American Families, by Commonwealth Fund Assistant Vice President Sara Collins and colleagues, is based on findings from the Commonwealth Fund 2005 Biennial Health Insurance Survey.


Those with high deductible health plans were also more likely to report that they did not get needed health care or prescription drugs because of costs. In addition, many adults with such plans said they had problems with medical bills or were paying off medical debt over time and were more likely to give low ratings to their coverage. Two of five (41%) of those with deductibles over $1,000 had medical bill problems compared to about 23 percent of those with deductibles under $500. Two of five (41%) of those with higher deductibles rated their health plan fair or poor, compared to 15 percent of those with lower deductibles.


"Increasing the amount people pay for their health insurance and health care imposes a burden on low and moderate income families. It is increasingly difficult even for those with insurance to obtain the health care they need to be healthy and productive," said Commonwealth Fund President Karen Davis. "We need a national solution to the problem of affordable and comprehensive coverage for all, following the lead of states like Maine, Massachusetts and Vermont that have expanded coverage through shared financial contributions from individuals, employers, and government."


Other key findings from the report include:


Individual health coverage is more expensive


* Two of five (43%) adults with individual coverage spent 5 percent or more of income on premiums, compared to 14 percent with employer-sponsored coverage.


* More than one-third (37%) of adults with individual coverage have annual deductibles of $1,000 or more. 


Increasing deductibles linked to poorer access, satisfaction with health care


* Adults with high deductibles are less satisfied with the quality of the health care they have received: less than one-third (29%) of those with deductibles over $1,000 are very satisfied with quality, compare to over half (54%) of those with deductibles under $500.


* Nearly half (44%) of those with deductibles over $1,000 experienced problems with access to care (didn't fill a prescription, didn't see a specialist when needed, skipped a recommended test, treatment, or follow-up, or had a medical problem and didn't go to a doctor or clinic) compared with one-quarter (25%) of those with deductibles under $500.


* One-fifth (22%) of those with higher deductibles took on credit card debt to pay medical bills, compared to 8 percent of those with lower deductibles. 

The Commonwealth Fund is a private foundation supporting independent research on health and social issues.
The first tree genome is published: Poplar holds promise as renewable bioenergy resource

WALNUT CREEK, CA-Wood from a common tree may one day factor prominently in meeting transportation fuel needs, according to scientists whose research on the fast-growing poplar tree is featured on the cover of tomorrow's edition of the journal Science.


The article, highlighting the analysis of the first complete DNA sequence of a tree, the black cottonwood or Populus trichocarpa, lays the groundwork that may lead to the development of trees as an ideal "feedstock" for a new generation of biofuels such as cellulosic ethanol. The research is the result of a four-year scientific and technical effort, led by the U.S. Department of Energy's Joint Genome Institute (DOE JGI) and Oak Ridge National Laboratory (ORNL), uniting the efforts of 34 institutions from around the world, including the University of British Columbia, and Genome Canada; Umeå University, Sweden; and Ghent University, Belgium.


"Biofuels could provide a major answer to our energy needs by giving the United States a homegrown, environmentally friendlier alternative to imported oil," said DOE's Under Secretary for Science Dr. Raymond L. Orbach. "Fine-tuning plants for biofuels production is one of the keys to making biofuels economically viable and cost-effective. This research, employing the latest genomic technologies, is an important step on the road to developing practical, biologically-based substitutes for gasoline and other fossil fuels."


"Biofuels are not only attractive for their potential to cut reliance on oil imports but also their reduced environmental impact," said Dr. Gerald A. Tuskan, ORNL and DOE JGI researcher and lead author of the SCIENCE study.


"Biofuels emit fewer pollutants than fossil fuels such as gasoline. In addition, poplar and related plants are vital managers of atmospheric carbon. Trees store captured carbon dioxide in their leaves, branches, stems, and roots. This natural process provides opportunities to improve carbon removal from the air by producing trees that effectively shuttle and store more carbon below ground in their roots and the soil. Moreover, bioenergy crops re-absorb carbon dioxide emitted when biofuels are consumed, creating a cycle that is essentially carbon neutral."


Poplar's extraordinarily rapid growth, and its relatively compact genome size of 480 million nucleotide units, 40 times smaller than the genome of pine, are among the many features that led researchers to target poplar as a model crop for biofuels production.


"Under optimal conditions, poplars can add a dozen feet of growth each year and reach maturity in as few as four years, permitting selective breeding for large-scale sustainable plantation forestry," said Dr. Sam Foster of the U.S. Forest Service. "This rapid growth coupled with conversion of the lignocellulosic portion of the plant to ethanol has the potential to provide a renewable energy resource along with a reduction of greenhouse gases."


"The challenge of global warming requires global solutions," said Martin Godbout, President, Genome Canada. "The international consortium that successfully sequenced the poplar genome provides a model for great minds working together and serves as an example of how discovery science can be applied to current environmental problems facing humanity."


Among the major discoveries yielded from the poplar project is the identification of over 45,000 protein-coding genes, more than any other organism sequenced to date, approximately twice as many as present in the human genome (which has a genome six times larger than the poplar's). The research team identified 93 genes associated with the production of cellulose, hemicellulose and lignin, the building blocks of plant cell walls. The biopolymers cellulose and hemicellulose constitute the most abundant organic materials on earth, which by enzymatic action, can be broken down into sugars that in turn can be fermented into alcohol and distilled to yield fuel-quality ethanol and other liquid fuels.


Poplar is the most complex genome to be sequenced and assembled by a single public sequencing facility and only the third plant to date to have its genome completely sequenced and published. The first, back in 2000, was the tiny weed, Arabidopsis thaliana, an important model for plant genetics. Rice was the second, two years ago. Populus trichocarpa is one of the tallest broadleaf hardwood trees in the western U.S., native to the Pacific coast from San Diego to Alaska. The sequenced DNA was isolated from a specimen collected along the banks of the Nisqually river in Washington State.


The poplar project supports a broader DOE drive to accelerate research into biofuels production, under the Bush Administration's Advanced Energy Initiative. In August, the department announced it would spend $250 million over five years to establish and operate two new Bioenergy Research Centers. The DOE-supported research into biofuels is focusing on both plants and microbes, in an effort to discover new biotechnology-based methods of producing fuels from plant matter (biomass) cost-effectively.


Earlier this year DOE published a study summarizing the views of over fifty leading scientists in the field of biofuels research that expressed optimism about the prospects for finding cost-effective methods to produce fuels such as ethanol from cellulose in the not-too-distant future (Breaking the Biological Barriers to Cellulosic Ethanol, available at http://genomicsgtl.energy.gov/biofuels/b2bworkshop.shtml). Secretary of Energy Samuel W. Bodman has set a departmental goal of replacing 30 percent of current transportation fuel demand with biofuels by 2030.


DOE scientists envision a future where vast poplar farms in regions such as the Pacific Northwest, the upper Midwest, and portions of the southeastern U.S. could provide a steady supply of tree biomass rich in cellulose that can be transformed by specialized biorefineries into fuels like ethanol. Other regions of the country might specialize in different "energy crops" suited to their particular climate and soil conditions, including such plants as switchgrass and willow. In addition, a large quantity of biofuels might be produced from agricultural and forestry waste.
A plastic pill for periodontal problems

NEW BRUNSWICK/PISCATAWAY, N.J. – Rutgers scientists today announced a revolutionary new treatment for killing the bacteria that attack gum tissue during periodontal disease, while also promoting healing and the regeneration of tissue and bone around the teeth.


Eight to 12 percent of Americans have periodontal disease serious enough to require some type of advanced treatment, such as surgery. Left untreated, the condition can lead to tooth loss.


The breakthrough technology – a polymer-based drug delivery system that may be implanted in pockets between the teeth and the gum – developed at Rutgers, The State University of New Jersey, was presented at the 232nd National Meeting of the American Chemical Society in San Francisco by Michelle Johnson, a graduate student in the research group of paper co-author Kathryn Uhrich, a professor of chemistry and chemical biology at Rutgers.


"There has never been anything like this available to clinicians and it will certainly find a very prominent role in periodontal therapy in the future," said Mark Reynolds, chair of the department of periodontics at the University of Maryland Dental School, who collaborates with Uhrich on the research.


The new polymer or "plastic" material, when inserted between tooth and diseased gum, treats the bacterial infection, inflammation and pain with pharmaceuticals incorporated into the material itself, Johnson explained. It employs salicylic acid, the active ingredient in aspirin, for the swelling and discomfort, and three antimicrobials each with a different release rate – compounds of clindamycin, chlorhexidrine and minocycline.


Once implanted, the polymer gradually breaks down to release the salicylic acid, which relieves pain and reduces inflammation, and the antimicrobials which inhibit infection at a sustained pace, Uhrich added.


Periodontal disease occurs when plaque that forms on the tooth surface spreads and grows below the gum line. The plaque carries with it bacteria that can irritate, inflame and eventually destroy the tissues and bone that support the teeth. Spaces or pockets form between the teeth and gums and become sites of infection which can damage the supporting structures of the teeth.


Reynolds explained that after removing the damaged tissue, periodontists often try to separate the gum tissue from the bone and tooth structure using barrier materials that remain in place for about six weeks to facilitate healing and tissue regeneration.
"The polymers that Kathryn Uhrich and her team have pioneered and developed are unique in that they can serve as barriers while also repressing any inflammatory response, setting the stage for nature to not only heal these areas, but also to regenerate the tissues that have been lost to the disease," Reynolds said.


Reynolds is testing the new biomaterial in a number of animal systems to assess tissue reactions and better define the timeline of its decomposition and drug release. He says that human clinical trials may be two or more years away depending on approvals from the U.S. Food and Drug Administration.
Oldest writing in the New World discovered in Veracruz, Mexico

[image: image8.png]


PROVIDENCE, R.I. - New research published this week in Science details the discovery of a stone (serpentine) block in Veracruz, Mexico, containing a previously unknown system of writing, thought to be the earliest in the New World.


An international team of archaeologists, including Brown University's Stephen D. Houston, determined that the slab – named the "Cascajal block" – dates to the early first millennium BC and has features that indicate it comes from the Olmec civilization of Mesoamerica. They say the block and its ancient script "link the Olmec civilization to literacy, document an unsuspected writing system, and reveal a new complexity to this civilization." 

Frontal view of Cascajal block, Veracruz, Mexico.


"It's a tantalizing discovery. I think it could be the beginning of a new era of focus on Olmec civilization," said Houston, an expert on ancient writing systems and corresponding author of the article. "It's telling us that these records probably exist and that many remain to be found. If we can decode their content, these earliest voices of Mesoamerican civilization will speak to us today."

[image: image9.png]



Road builders first discovered the Cascajal block in a pile of debris heaped to the side of a destroyed area in the community of Lomas de Tacamichapa in the late 1990s. Mexican archaeologists Carmen Rodríguez and Ponciano Ortíz, lead authors of the article in Science, were the first to recognize the importance of the find and to register it officially with the Government authority, the Instituto Nacional de Antropologia e Historia of Mexico. Surrounding the piece were ceramic shards, clay figurine fragments, and broken artifacts of ground stone, which, in addition to "internal clues" and "regional archeology," have helped the team date the block and its text to the San Lorenzo phase, ending about 900 BCE. That's approximately 400 years before writing was thought to have first appeared in the Western hemisphere. Epigraphic drawing of Cascajal block. [Image (c) Science]


Carved of the mineral serpentine, the block weighs about 26 pounds and measures 36 cm in length, 21 cm in width, and 13 cm in thickness. The incised text consists of 62 signs, some of which are repeated up to four times. Because of its distinct elements, patterns of sequencing, and consistent reading order, the team says the text "conforms to all expectations of writing."
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"As products of a writing system, the sequences would, by definition, reflect patterns of language, with the probable presence of syntax and language-dependent word order," the article states.


Five sides on the block are convex, while the remaining surface containing the text appears con-cave; hence, the team believes the block has been carved repeatedly and erased – a discovery Houston calls "unprecedented." Several paired sequences of signs also lead the researchers to believe the text contains poetic couplets which would be the earliest known examples of this expression in Mesoamerica.
Stratospheric injections could help cool Earth, computer model shows

BOULDER - A two-pronged approach to stabilizing climate, with cuts in greenhouse gas emissions as well as injections of climate-cooling sulfates, could prove more effective than either approach used separately. This is the finding of a new study by Tom Wigley of the National Center for Atmospheric Research (NCAR), published in the September 14 issue of Science.


Wigley calculates the impact of injecting sulfate particles, or aerosols, every one to four years into the stratosphere in amounts equal to those lofted by the volcanic eruption of Mt. Pinatubo in 1991. If found to be environmentally and technologically viable, such injections could provide a "grace period" of up to 20 years before major cutbacks in greenhouse gas emissions would be required, he concludes.


"A combined approach to climate stabilization has a number of advantages over either employed separately," says Wigley. His study was supported by the National Science Foundation, NCAR's primary sponsor.


The Science paper does not endorse any particular approach to reducing climate change, nor is it intended to address the many technical and political challenges involved in potential geoengineering efforts. Instead, it analyzes whether the much-discussed idea of injecting sulfates into the stratosphere could, in fact, slow down global warming and therefore provide more time for society to reduce the emissions of carbon dioxide.


If climate change were addressed only through mitigation (emissions reduction), then massive cuts in emissions would be needed in order to keep temperatures from rising more than 3.6 degrees Fahrenheit (2.0 degrees Celsius) over present levels. This amount of warming has often been cited as a benchmark of dangerous climate change.


Given the difficulties of making such massive cuts, scientists recently have begun to reexamine a variety of schemes proposed over the last few decades to reduce the impact of climate change through global-scale technological fixes. These approaches are often referred to as geoengineering. One strategy first proposed in the 1970s is to inject large amounts of sun-blocking sulfate particles into the stratosphere via aircraft or other means. The idea would be to cool the climate for a year or more with each injection, much as the largest volcanic eruptions do.


"Geoengineering could provide additional time to address the economic and technological challenges faced by a mitigation-only approach," says Wigley.

A model experiment with two scenarios


Using a computer model to track sunlight and other energy flowing into and out of the Earth system, Wigley examined two scenarios that project the impact of emissions on climate from now to the year 2400. In one scenario, total emissions would have to start dropping immediately, and would have to be cut by around 50 percent in the next 50 years, in order to keep global climate from warming by more than the 2 degrees C benchmark. An alternative scenario, the "overshoot" approach, allows a period of increasing total emissions, extending to the 2030s, before stringent cutbacks begin.


To see how geoengineering might change this picture, Wigley took the overshoot scenario and added three frequencies of Pinatubo-scale injections of sulfates into the stratosphere. The frequencies were equivalent to an eruption every year, every two years, and every four years. In all three cases, global temperature stayed approximately constant for the next 40 to 50 years. After 2050, the cumulative effect of greenhouse gases produced a slow temperature rise, though it was muted by the injections.


Injections on a scale equal to Pinatubo were examined because that volcanic eruption did not seriously disrupt the climate system beyond a short-term cooling, says Wigley.

No panacea


Geoengineering is not a panacea, Wigley notes. For example, carbon dioxide from fossil fuel burning has led to an increased acidification of Earth's oceans. Even if geoengineering could help limit global warming, the oceans would continue to acidify as greenhouse-gas emissions climb, threatening certain marine ecosystems.


Mitigation alone can potentially solve both the warming and ocean acidification problems, but it has its own set of difficulties, says Wigley. The rapid emissions reductions required to keep below the 2 degree C warming threshold would be costly, perhaps unacceptably so, and would pose severe technological challenges.


"A relatively modest geoengineering investment could reduce the economic and technological burden on mitigation by deferring the need for immediate or near-future cuts in carbon dioxide emissions," Wigley says.
	I wonder how they expect to produce this much sulfur.  And I wonder what we will do with all that sulfur in the atmosphere.  Will we be trading global warming for acid rain on a grand scale?


Acupuncture relieves low back pain and is cost-effective

Randomised controlled trial and cost effectiveness analysis of a short course of traditional acupuncture compared with usual care for persistent low back pain


Acupuncture has a small but significant benefit for patients with low back pain, and appears to be cost-effective in the longer term, find two studies published on bmj.com today.


In the UK, an estimated 16% of the adult population consult their general practitioner for help with back pain in a 12-month period. The annual cost of lower back pain to the NHS has been estimated at £480 million (€703million; $901million) and the burden of lower back pain is estimated at over £10 billion per year in terms of lost productivity and sickness benefits.


Acupuncture is used by an estimated 2% of adults each year for a range of conditions, including back pain. But the evidence is largely inconclusive and the best way to manage low back pain remains unclear.


So, researchers identified 241 adults aged 18 to 65 with persistent non-specific low back pain. The people were provided by members of the British Acupuncture Council. Patients were randomly assigned to either usual NHS care or up to 10 acupuncture treatment sessions. All patients remained under GP care.


Pain levels were measured at intervals during the two-year study period. Satisfaction with treatment and use of pain medication were also recorded.


At 12 months, patients in the acupuncture group showed a small benefit in pain scores compared to patients receiving usual care. Stronger evidence was observed for an increased benefit at 24 months.


At three months, patients in the acupuncture group were significantly more likely to be 'very satisfied' with their treatment compared with usual care, and with their overall care, but showed no such difference in satisfaction with information received.


At 24 months, the acupuncture group were more likely to report reduced worry about their back pain, less likely to report current use of pain medication for their back, and more likely to report no pain for the past 12 months.


Although the differences in pain scores between groups were small, they represent a clinically worthwhile benefit and can be viewed as a 'moderate' effect, say the authors.


Further research is needed to investigate the optimum timing for such an acupuncture treatment package, and to assess the value of repeated courses of acupuncture for patients experiencing recurrent episodes of low back pain, they conclude.


In a separate paper, the same researchers looked at the cost effectiveness of acupuncture for lower back pain. Costs were measured from both an NHS and a societal perspective, and effectiveness was measured in terms of quality adjusted life years (QALYs) gained.


They found that total NHS costs during the two-year study period were higher on average for the acupuncture group (£460; €673; $859) than for the usual care group (£345; €506; $644).


However, the cost per QALY gained was £4,241 (€6,223; $7,921). This is well below the lower threshold of £20,000 used by the National Institute for Health and Clinical Excellence (NICE) to decide whether the NHS can afford to pay for a health technology.

Existing vaccine facilities can handle flu pandemic

ANN ARBOR, Mich.-The most cost effective and quickest way to respond to a flu pandemic within the next five years is to use existing facilities to make vaccines from cell cultures, new research suggests.


In a study led by University of Michigan professor of chemical and biomedical engineering Henry Wang and doctoral student Lyle Lash, researchers examined the economics of producing egg versus cell culture vaccines in the event of a flu pandemic. They found that training personnel to make cell culture vaccines in existing facilities is the only way to make enough doses to cover the United States in a short time without requiring huge capital investments to build new dedicated flu vaccine cell culture facilities.


The study builds upon research presented last year at the American Chemical Society National Meeting. This research will be also be presented at ACS in the "Economics of Biopharmaceutical Processes" session at 2 p.m. on Sept. 14. The research presented last year focused on how the use of existing cell culture facilities and other vaccine development and manufacturing changes can cut down the time to respond to a pandemic.


Currently, flu vaccines are made from hen eggs, but in light of a possible pandemic and ongoing shortages even during normal flu season, the government and private corporations have been scrambling for new and faster ways to make a flu vaccine. Some options include building new and bigger facilities or to retrofit existing facilities.


The reasons to shift from egg to cell culture production are time and capacity, both of which are critical factors in responding to a pandemic, researchers said. It takes much longer to compile millions of hen eggs than it would to grow up existing cell lines from frozen vials, Lash said. While cell culture has a lower yield than egg culture, there is more existing capacity for cell culture than for inoculating and processing eggs.


"Based on existing dosages, we'd have enough doses in about 3 to 4 months to cover the U.S. with the system we propose," Lash said. Currently, it would take six months to make 250 to 300 million doses of pandemic flu vaccine for the United States. "What we're proposing could make 600 million doses in four months."


There are about 15 facilities in the country that make protein products from mammalian cell cultures where personnel could be trained to make flu vaccines using cell cultures, said Lash.


The expense for companies would be the cost of the downtime necessary to train personnel and to run test batches, researchers said. With research into different processes for purifying the vaccine, it would not be necessary to renovate facilities, he said.


Many companies have been investing in developing cell culture flu vaccines due to government funding and the increase in price of the seasonal flu vaccine, Lash said. Before there became a flu vaccine shortage, one dose cost about $1.60. Now, each dose commands $8 to $10.


This profit margin is still low compared to the profits that existing cell culture facilities can make off their protein products. Lash said for the plan to work there must be some type of government funding to subsidize companies for lost production time due to training staff. Researchers envision a sort of national guard approach, with staff trained and on standby to respond to an pandemic.

A short course of traditional acupuncture for the treatment of lower back pain in primary care confers a modest health benefit measured in QALYs for a relatively minor extra NHS cost relative to usual care, say the authors. The use of acupuncture for the treatment of lower back pain therefore appears to be cost-effective in the longer term.
Study shows Darfur deaths in hundreds of thousands

EVANSTON, Ill. - The unimaginable tale of genocide in Darfur continues to unfold in the news, of people burned, mutilated and otherwise slaughtered. But as devastating as those news reports are, death toll estimates regularly cited by the press are frequently underestimated, according to a new study, titled "Death in Darfur," which will appear in the Sept. 15 issue of the journal Science.


The death toll in Darfur is estimated to be in the hundreds of thousands rather than the tens of thousands of people that large news organizations continue to report, according to a study by John Hagan, John D. MacArthur Professor of Sociology and Law at Northwestern, and Alberto Palloni, H. Edwin Young Professor of International Studies at the University of Wisconsin.


"It is no longer appropriate for news organizations to report tens of thousands of deaths in Darfur," said Hagan. "The numbers are clearly in the hundreds of thousands and are continuing to grow."


With the possibility that African Union troops will soon be forced to leave Darfur, the staggering difference in estimated death toll numbers threatens to become even larger.


The crisis of death and displacement in western Sudan began in February 2003 and soon engulfed all three states of North, West and South Darfur. The uncertainty in estimating the death toll results both from difficulties inherent in surveying a war-torn region in Africa as well as from assumptions made by agencies generating estimates, Hagan said.


Getting an accurate body count is impossible. Thus, estimates must rely on interviews rather than on body counts, which are used for natural disasters. Surveys from displacement camp samples must be substituted for unavailable population-based census data. Extrapolating from limited samples to an entire population at risk is problematic. A quarter century of famine and war has reconfigured nuclear families, making sampling units in surveys problematic. Current surveys also vary in real periods and coverage. Finally, past estimates of Darfur mortality have been based on the dubious assumption of constant numbers of deaths per month.


Early in 2005 a United Nations humanitarian coordinator reported that 180,000 died during an 18-month period, on the basis of extrapolation from a World Health Organization estimate. Other estimates doubled the 180,000 figure, and Kofi Annan suggested there were 300,000 deaths.


Then in the spring of 2005, U.S. Deputy Secretary of State Robert Zoellick reported a lower estimate of 63,000 to 146,000 deaths. Following the state department's estimate, the press largely reverted to reporting a Darfur death toll in the tens of thousands of lost lives. Though the state department remedied problems from earlier estimates, new issues were introduced.


To address the issues in estimating the death toll, Hagan and Palloni built an estimate from the best of the primary surveys from West Darfur. They then extrapolated their estimate across the three states of Darfur for 31 months, resulting in a total estimate that at least 200,000 have died, and probably more.


Hagan and Palloni's goal is to establish a "floor" estimate that underlines the urgency of the situation in unequivocal terms.
Tracing the limits of quantum weirdness

Mark Buchanan


Heisenberg's uncertainty principle limits what we can know about the quantum world. Now the uncertainty principle is being harnessed to see if it is possible to identify a point at which matter begins to exhibit weird quantum behaviour.


According to the uncertainty principle, measuring the position of an object always disturbs its momentum in an unpredictable way. Physicists ordinarily see this so-called "back action" as a nuisance, but a team led by Keith Schwab of the University of Maryland, College Park, decided to put it to good use.


Schwab's team fabricated a nanoscale resonator - the equivalent of a tiny pendulum - on a silicon chip, which oscillates at 20 megahertz. On the same chip, they created a single-electron transistor and electrically coupled it to the resonator in such a way that any change in the resonator's position caused a change in the transistor's current.


Measuring the current should cause back action in the resonator - and it did (Nature, vol 443, p 193). In most cases, the back action caused the resonator to get noisier or "hotter" than it would have if the measurement hadn't taken place. But when the team set the transistor voltage to a value that let electrons tunnel through the device, allowing the transistor to absorb energy, they found that the resonator cooled from the ambient temperature of about 500 millikelvin down to about 300 millikelvin.


By cooling the resonator in this way - to temperatures out of reach of conventional technology - Schwab hopes to put it into a state called quantum superposition, where it is in two states at once. The resonator would be the largest object placed in such a state. By monitoring if and when the superposition vanishes, the team aims to probe the boundary between the quantum and classical worlds.

From issue 2569 of New Scientist magazine, 13 September 2006, page 8
Neanderthals and humans lived side by side

Rowan Hooper

Neanderthals were thought to have died out as modern humans arrived in Europe. Now, artifacts found in a cave in Gibraltar reveal that the two groups coexisted for millennia before Neanderthals finally dwindled out of existence.


Homo sapiens moved into Europe about 32,000 years ago. But the newly unearthed artefacts shows that a remnant population of Homo neanderthalensis clung on until at least 28,000 years ago, a significant overlap.


Clive Finlayson at the Gibraltar Museum, and colleagues, recovered 240 stone tools and artefacts from sediments dated to the Upper Palaeolithic period – between 10,000 and 30,000 years ago. Mass spectrometry dating puts them between 28,000 and 24,000 years old.


The exciting point is that the tools are all of a type known to palaeontologists as Mousterian: they are flints, cherts and quartzites exclusively associated with Neanderthal manufacture.


“Mousterian technology is firmly associated with Neanderthals across Europe,” says Finlayson, who adds that in the sediment layers where the tools where found there is no hint of intrusion from more recent layers, and no sign of tools made by modern humans.

Genetically distinct


Since modern humans and Neanderthals seem to have overlapped for thousands of years in Europe, the big question is: did they interbreed?


“The consensus now sees Neanderthals as having been largely replaced rather than assimilated into the modern human gene pool,” says Katerina Harvati, at the department of human evolution at the Max Planck Institute for Evolutionary Anthropology in Leipzig, Germany. “Genetic evidence from several Neanderthals shows that they were very distant genetically in their mitochondrial DNA from modern humans.”


So, if they did interbred, the Neanderthal genes did not survive. “The more realistic demographic models suggest that admixture (gene mixing) was unlikely, and probably minimal or zero,” says Harvati.


The finding has implications for the status of a skeleton known as the Lagar Velho child. This individual, purported to be a hybrid of a Neanderthal and a modern human, was found in Portugal and has been dated to 24,500 years ago.

Hanging in there


Lagar Velho's juvenile nature has made it difficult to determine if it is indeed a hybrid, and one of the other objections has been the fact that it lived thousands of years after the Neanderthals were thought to have died out. “Clearly, our results show Neanderthals may have been around at the time,” says Finlayson.


The site of the discovery in Gibraltar is Gorham’s Cave, where Neanderthal artefacts were first discovered more than 50 years ago. Animal bones found with the tools indicate that the occupants butchered their hunted prey in the cave. The environment is rich and diverse, which perhaps enabled the last of the Neanderthal stragglers to survive a little longer than most. Finlayson estimates that only a small group lived in the cave itself.


Although modern humans were breeding all around them, we are not thought to have actively exterminated the Neanderthals.


“Fragmented populations survived in southern localities and their final extinction may have been due to their small numbers,” says Finlayson. “Modern humans played a minor or no role in this.” Journal reference: Nature (DOI: 10.1038/nature05195)
Puny black holes can eject Milky Way's stars

David Shiga


Tiny black holes near the galaxy's centre can fling stars out of the Milky Way at break-neck speeds, a new study suggests. Previously, only the supermassive black hole there was thought to be able to produce these "hypervelocity" stars.


The researchers say the small black holes could actually be ejecting more stars than the central black hole does on its own, and that observing the stars could shed light on the elusive population of mini-black holes themselves.


Physicist Jack Hills at Los Alamos National Laboratory in New Mexico, US, predicted in 1988 that the monster black hole at our galaxy's centre should disrupt pairs of stars, capturing one and launching the other out of the galaxy altogether. Since 2004, astronomers have found nine stars travelling at high speed out of our galaxy – all presumably flung there by the giant black hole, which weighs about 3.6 million times the mass of the Sun.


But a new study suggests that many of the ejected stars are getting kicked out by a swarm of much smaller black holes at the galaxy's centre. The study was carried out by Ryan O'Leary and Avi Loeb, both at the Harvard Smithsonian Center for Astrophysics in Cambridge, Massachusetts, US.

Close encounters


The smaller black holes are about 10 times more massive than the Sun. Some studies suggest as many as 25,000 small black holes may orbit the supermassive black hole at the galaxy's centre, having migrated there from other parts of the galaxy after being nudged out of their original orbits by passing stars.


When one of these little black holes near the galactic centre passes very close to a star, it can sometimes fling the star out of the galaxy, while itself moving closer to the supermassive black hole, the study says.


This process could eject stars at an even greater rate than the disruption of binary stars by the supermassive black hole itself, Loeb says. "The rate could account for a substantial fraction or maybe most of the events we have seen so far," he told New Scientist.


If so, studying the sheer number of hypervelocity stars, as well as their trajectories and speeds, could help astronomers determine how many black holes are there and how they are distributed in space, Loeb says.


These have proven to be elusive subjects of study because existing telescopes do not have the resolution to see within a fraction of a light year of the central supermassive black hole, where these little black holes are thought to be concentrated most heavily.

Speed limit


Margaret Geller, an astronomer at the Smithsonian Astrophysical Observatory who was on the team that found the first hypervelocity star in 2004, says encounters with small black holes could account for some of the ejected stars.


She says it is not likely to account for all such stars, however. "It's tough for them to get the highest velocity objects," she told New Scientist.


The fastest known hypervelocity star is moving at 709 kilometres per second with respect to the galaxy. The star would have been slowed by the galaxy's gravity on its way out, so it must have been moving at about 1200 kilometres per second initially. But Loeb argues that small black holes can eject stars at up to 2000 kilometres per second, fast enough to explain all known hypervelocity stars.


He and Geller agree that searching for even faster stars would be a good way to test the small black hole mechanism. The supermassive black hole could fling stars out with starting velocities of 4000 kilometres per second, faster than anything the small black holes could account for, Loeb says.


"If the velocity distribution does extend to high speeds, then it argues for the other mechanism," he says.
New test offers hope for swift TB diagnosis

Roxanne Khamsi


A new rapid technique for diagnosing tuberculosis has been developed, paving the way for a cheap and accurate dipstick test, researchers say.


Preliminary research suggests that the approach, which detects telltale proteins in the blood, can achieve diagnostic accuracy of up to 78% in a short space of time.


Around one-third of the world’s population carries the tuberculosis (TB) bacterium Mycobacterium tuberculosis. One in 10 of these will go on to develop the debilitating lung illness, often because their immune system is compromised by HIV infection or cancer.


Developing countries suffer a disproportionately high incidence of TB, and use a sputum test to detect the disease. The test must be repeated on three separate occasions and has an accuracy of just 40% to 50%.


Other tests that offer greater accuracy take up to six weeks to give a result and require laboratory infrastructure which is unavailable in most sub-Saharan areas. The disease has a much better prognosis if diagnosed and treated early.

Inflammatory biomarkers


In new research, Sanjeev Krishna at St George’s Hospital Medical School in London, UK, and colleagues analysed blood samples from over 400 people from several countries, 170 of whom had TB. They identified a combination of three proteins produced by the body’s immune system in response to TB infection.


Krishna’s team then obtained blood samples from 41 patients attending UK hospitals that had not yet been diagnosed with TB. The team tested for the combination of telltale proteins – so-called inflammatory biomarkers – and were able to detect 16 of the 18 patients who turned out to be infected.


Krishna says that taking "one or two false positives and one or two false negatives into account resulted in a 78% accuracy for the test.

Valuable resources


Any improvement in diagnostic accuracy will make a huge difference to managing the disease, Krishna says. Treatment for TB is a drawn out, expensive process: patients must take four different antibiotics for two months, followed by two antibiotic drugs for a further four months.


“If a clinic is presented with 100 suspected cases – around 10 of whom actually have TB – a test like this could identify 70 or so that definitely don’t have TB," sparing valuable resources for the treatment of the remainders and give a good idea of who actually has it, Krishna explains.


At the moment, the test uses a tool known as ELISA to detect levels of inflammatory biomarkers in the blood samples. While the tool is portable, it is still bulky and costs at least several hundred dollars.

Dipstick option


“In the end it’s got to be affordable,” says Krishna. “What we want in the end is something that doesn’t require any machinery.” He says that now that the team knows which blood molecules to focus on, it should be possible to develop a cheap, easy-to-use dipstick in place of the ELISA machine.


Other experts say that the test has promise but stress that more studies are required. “It certainly has potential but there are lots of caveats,” says Rebekah Gundry of Johns Hopkins University in Bethesda, Maryland, US.


She notes that some of the molecules tracked with the new test have also been identified in patients with illnesses such as stroke and prostate cancer. This could, in some cases, cause the new TB test to give a false positive result. Journal reference: Lancet (DOI: 10.1016/S0140-673(06)69342-2)
Former 'tenth planet' named for goddess of discord

David Shiga

A large icy object that helped spark the debate over Pluto's status has officially been named Eris, after the Greek goddess of discord.


The object had been known as 2003 UB313 since its discovery was reported in 2005 by Mike Brown of Caltech in Pasadena, US. It is slightly larger than Pluto, which prompted Brown and others to refer to it as the 'tenth planet' and generated debate about what should be considered a planet.


Now, the International Astronomical Union (IAU) has settled on an official definition of planet, which demotes Pluto to a new category of "dwarf planets".


The IAU has now approved Brown's suggested name, Eris, for the dwarf planet formerly known as 2003 UB313. In Greek mythology, Eris caused a fight over a golden apple, which led to the Trojan War.

Goddess of lawlessness


The IAU has also approved Brown's suggested name of Dysnomia for Eris's satellite, which is about a tenth Eris's size (see Moon discovered orbiting tenth planet). Dysnomia is the goddess of lawlessness and Eris's daughter in Greek mythology.


"Some of us felt it was quite an amusing name in view of what it actually means," says Brian Marsden, former director of the IAU's Minor Planet Center in Cambridge, Massachusetts, US, which is responsible for keeping official lists of solar system objects. Marsden serves on the IAU committee responsible for naming dwarf planets.


Before Eris was officially named, Brown had nicknamed the object "Xena" after a television character. But he did not try to have that name officially approved, according to Tim Spahr, interim director of the MPC.


"That was just an affectionate name that was used," Spahr told New Scientist. "A lot of people name objects before they receive an official name. He didn't even suggest that for an official name."
Cats and dogs protect kids from stomach bugs

Matt Kaplan

Pets can protect their young owners against common stomach bugs, according to new research.


Jane Heyworth at the University of Western Australia in Crawley, and colleagues found that incidences of gastroenteritis – commonly called stomach flu – were significantly lower in young children living in homes with pets, than those living without.


For six weeks, the team closely observed 965 children aged four to six, noting incidences of nausea, diarrhoea, and vomiting. Children that had a cat or dog in their household were 30% less likely to have gastroenteritis symptoms than children who lived in homes without pets.


“It is a commonly held view that dogs and cats are a source of gastroenteritis, but our results do not support that,” Heyworth says. Being licked and touched by pets may allow children to develop immunity from repeated low level exposure of pathogenic organisms, she suggests.


Previous studies have shown that people who keep pets suffer fewer health problems, such as heart disease and depression. Journal reference: Epidemiology and Infection (vol 134, p 926)
Faeces on food crops - safer than you'd think

Andy Coghlan


Spreading human sewage on fields growing food crops doesn't sound appealing, but it's a great fertiliser. What's more, the practice may be safer than generally thought.


The dangerous O157 strain of the common Escherichia coli bacteria found in human excrement dies out faster than expected when sewage sludge is applied to soils, say scientists at Imperial College London.


Until 1998, over a quarter of the UK's sewage sludge - the main solid waste produced by wastewater treatment - was dumped at sea. Just under half was spread onto farmland, and less than a tenth incinerated or placed in landfill. Then the European Union banned sea disposal, leading to a doubling in the amount of sewage sludge in the UK burnt or placed in landfill.


Now Michael Rogers and his colleagues have shown that levels of E. coli O157, which produces a toxin that causes potentially fatal kidney damage, soon plummet when applied to fields in sludge. "Within 70 days, they went down to as little as 10 bacteria per gram, from 100,000 per gram initially," says Rogers, who presented his findings this week in York at the annual meeting of the UK Society for General Microbiology.


That should give farmers greater confidence that they can use sewage sludge to improve soil quality while remaining within guidelines that limit levels of dangerous bacteria in their fields.
Mars probe to deploy radar divining rod

David Shiga


A radar instrument that could spot liquid water under the Red Planet's surface is set to deploy on Saturday from NASA’s Mars Reconnaissance Orbiter (MRO). If all goes according to plan, it should be able to start peeking beneath the Martian surface by the end of September.


Having tightened its orbit around the Red Planet with a series of aerobraking manoeuvres, MRO is now preparing to begin its science observations (see Spy probe closes in on the red planet).


These will include radar measurements using MRO's Shallow Subsurface Radar (SHARAD), which will scrutinise layers of subsurface rock to search for buried water.


Mission controllers will try to deploy the instrument at 1600 GMT on Saturday. It will then take 12 to 16 hours for the team to complete tests that will determine whether it deployed properly.


The tube containing the radar antenna for a similar instrument on Europe's Mars Express spacecraft, called MARSIS, did not straighten out properly when first deployed, which delayed observations.

Shorter wavelengths


But Jim Graf, project manager for MRO at NASA's Jet Propulsion Laboratory (JPL) in Pasadena, California, US, says SHARAD will avoid such problems because it is only 10 metres long, while MARSIS spans 40 metres.


SHARAD's tube will not have as much pent-up energy when it deploys, which should prevent the kind of overextension that caused a kink in one of the MARSIS arms, he says. "Our design is much less energetic," he told New Scientist.


MRO's radar is operating at shorter wavelengths, which means it can penetrate about a kilometre below the surface, while MARSIS can probe five times as far down. But it has much better vertical resolution, so it can see layers just 10 metres thick, compared to 50 to 100 metres for MARSIS.


SHARAD will look for signs of solid and liquid water beneath the surface, says Jeff Plaut of JPL, one of the scientists in charge of the instrument.

Frozen sea


It will investigate gullies that could have been formed by liquid water seeping out from just beneath the surface, he says (see Landslips, impacts and eroding ice revealed on Mars).


Despite the frigid surface temperatures of Mars, it is thought to have a hot interior like the Earth, Plaut says. Some of this heat could make its way towards the surface to keep pockets of subsurface water warm enough to stay liquid, he says.


Another place he wants to investigate is an area near the equator that could be a frozen sea. Scientists have not been able to determine from orbital images whether the jumbled slabs seen there are made of rock or frozen water, but SHARAD should be able to tell the difference, Plaut says.


"I think it might really help solve that particular mystery," he told New Scientist. "Rock is much more reflective than ice."


The MRO team hopes to make observations with SHARAD and the spacecraft's other instruments for about a week starting on 29 September. After that, Mars will be too close to the Sun as seen from Earth for reliable communications, so further observations will not be possible until early November.

Benjamin Franklin's 'lightning kite' paper goes online


It was a celebrated experiment demonstrating the electrical nature of lightning. And it's just gone electronic.


Benjamin Franklin's 1752 paper describing how he conducted lightning with a kite is one of hundreds of landmark scientific papers now available to the public in an electronic archive compiled by the Royal Society in London. The papers date back 340 years to the first scientific journal, Philosophical Transactions, published in 1665. Among them is Edmund Halley's description in 1705 of the comet named after him; Isaac Newton's invention of the reflecting telescope; the first paper published by Stephen Hawking and details of the DNA double helix published in 1953 by James Watson and Francis Crick.


Free for two months from 14 September, the archive includes reports of the discovery of penicillin and proposals for blood transfusions penned in 1665 by Robert Boyle, to see "whether a fierce dog stocked with the blood of a cowardly dog may become more tame". The archive is at www.pubs.royalsoc.ac.uk/archive.
	You are warned:  You have two months to download as much of this as you can!


Scientists use obsidian for temperatures

Ashley Yeager

Oak Ridge National Laboratory chemical scientists are throwing out their thermometers - at least for studying ancient climates.


The researchers, who work at both ORNL and The University of Tennessee, are looking to obsidian glass as a new tool to reconstruct the meteorological conditions of ancient worlds.


Lawrence Anovitz, Lee Riciputi, David Cole and Mostafa Fayek, with guidance from the late Michael Elam, have devised a method that reverses the usual data that comes from studying obsidian. Instead of determining the age of the archeological site, the researchers flipped their data. That analysis led them to work out temperature trends occurring in the Mexican Basin from around 1500 years ago - and they found that Basin temperatures have been cooling for the past few centuries.


The scientists use obsidian glass, which forms when volcanoes spew lava into the air. The scorching magma trickles down the mountainside and cools so fast that it becomes a glassy substance, rather than cooling into rock crystals. Obsidian glass became important in many ancient civilizations, where inhabitants used it in tool making. The glass is easy to shape. Its edges grind into points sharper than steel, making it desirable for weaponry.


The Mayas, Chalacas and other Mesoamerican civilizations brought obsidian into abundance in the Mexican Basin as they gained power through trade. Chalco, the city where the ORNL researchers obtained obsidian samples, was one of 40 major city centers in the Basin of Mexico from the 13th to 15th centuries. Because of the civilizations’ reliance on the volcanic glass, archeologists have found and submitted samples to the ORNL group that are close to 1,200 years old.


Anovitz, a researcher in UT’s geology department, said carbon-14 dating is one way archeologists can determine the age of their dig site - unless carbon-containing artifacts do not exist at the site. The UT researcher said that obsidian hydration dating began in the 1960s as an alternative to carbon-14 dating.


“When obsidian is broken and a fresh surface is made, water diffuses into the material,” Anovitz said. “The longer the surface is exposed, you can expect deeper hydration, and if you know the temperature then, essentially you could date the obsidian. The problem was that that did not always work. The results were scattered.”


Anovitz was not always interested in obsidian. Not until he heard a student lecture about how to calculate archeological age from obsidian hydration data did he become intrigued with the volcanic glass.


“The equations she was using were not right,” he said. “It all goes back to that one lecture.”


The ORNL chemical scientist could see that more than time influenced the depth of hydration. When Anovitz found out that Michael Elam, an anthropology professor at UT, argued that the calculations did not work, he decided to come to the area to focus on improving the hydration-dating methods.


Obtaining samples to study obsidian hydration is one of the more challenging pieces of the group’s research, Anovitz said. The ORNL scientists have to find the right people at the right sites to submit obsidian, and then those people, usually archeologists, have to send useable samples.


“It takes a lot of collaboration,” he said, but when the samples come in good condition, with smooth surfaces, then it is time for the other researchers to put the secondary ion mass spectroscopy machine to work.


Bombarding the obsidian surface with ions, the research team is able to determine how deep the water had sunk into the obsidian. The scientists have written four papers on obsidian hydration, publishing the first in the 1990s.


Using SIMS is a state-of-the-art method of analyzing obsidian hydration depths, said Fayek, who recently accepted an associate professorship at the University of Manitoba in Canada. Earlier techniques relied on optical microscopy.


“Manually focusing the microscope is not an exact science, which, as you can imagine, produced a great deal of uncertainty in the thickness of the hydration rim and the rate of hydration,” he said. “The SIMS technique is far more systematic.”


During the latest study, however, the researchers deduced more from the SIMS data than in their previous work.


The scientists now had three pieces of information, which they could use to reconstruct the paleoclimate. The first two pieces come from the excavated obsidian and other artifacts. In this study, archeologists found organic samples they could carbon-14 date to determine the age of the archeological site. Then, using SIMS analysis, the scientists determined the depth of hydration in the obsidian. The third piece of data the researchers needed was a temperature-time correlation, which they find using control samples freshly broken and buried for one year at different depths.


“We showed that we can flip the data around to get the temperature instead of the date,” he said, “and that is good for paleoclimatology studies.”


Current methods to reconstruct ancient temperatures use data from studies on tree ring counts, for example, which measure temperature secondarily. Anovitz said that scientists deduce the ancient climates indirectly from the data, which is really a measurement of rainfall during that time. This obsidian hydration technique would be the first paleoclimatology test to directly measure ancient temperature trends, he said. What was surprising for the scientists was that their data actually corroborated an already reported cooling trend occurring in the Basin of Mexico, which began 1,400 years ago.


The ORNL team published these methods and findings in the July 2006 edition of the scientific journal “Geology,” and pictures of the obsidian hydration at SIMS analysis appeared shortly after publication on the science Web site.


Anovitz proposed one theory for the cooling trend.


“The Little Ice Age - I didn’t think of it until after publication,” he said, “but it was around that time period.”


The ORNL team hopes the new reversal technique will gain recognition for its viability and eventually spark collaboration with more geologists and archeologists.


“I would love to collect samples from all over the world and do this study,” Anovitz said. “We could gain some great insight into how the temperature has changed over several thousands of years, providing great input into the global climate change debate.”
Parties to Tackle China’s Distortion of History

By Lee Jin-woo Staff Reporter


Floor leaders of the governing and opposition parties yesterday agreed to cooperate to address China's distortion of history.


The five parties also decided to fully support a resolution unanimously proposed by a National Assembly panel on Thursday.


In the resolution, members of the Unification, Foreign Affairs and Trade Committee denounced China for intentionally distorting ancient Korean history.


They said the controversial research results of the state-funded Chinese Academy of Social Sciences (CASS) are not purely a scholastic product, but the Chinese government's intention to claim ancient Korean kingdoms originated in mainland China.


The parties that struck the agreement are the governing Uri Party, the largest opposition Grand National Party (GNP), the Democratic Party (DP), the Democratic Labor Party (DLP) and the People First Party (PFP).


The floor leaders called on the government to take tougher measures to counter China's claims instead of being lukewarm in its response.


During a meeting of an ad hoc Assembly panel, which was first set up to counter historical and territorial disputes last June, lawmakers questioned ranking government officials including Vice Foreign Minister Lee Kyu-hyung over the government's low-key approach to the issue.


“China is believed to have carried out its ‘Northeastern Project' to help maintain and consolidate ethnic groups in its territory,'' Lee said. “The South Korean government will consider this aspect and take systematic measures to cope with China's attempt to distort Korea's history.''


China has recently published four books and several articles, claiming that the Koguryo (37 B.C.-668 A.D.) and Palhae (698-926) kingdoms, which occupied today's northern part of the Korean Peninsula and the northeastern region of China, were part of ancient China.
UCLA neuroscience research leads to a possible treatment for type 1 diabetes


A new vaccine being tested in a human clinical trial holds a great deal of promise for treating type 1 diabetes, a disease that newly afflicts 35,000 children each year. The research that established the foundation for this vaccine was conducted in UCLA research laboratories. The drug is still being tested and is not likely to be available for at least a few years.


"It's the only thing so far that really slows this disease down without adverse side effects," Allan J. Tobin, a UCLA professor emeritus of physiological science and neurology, said about the new drug. "The amazing thing about this emerging story, however, is that it started from basic research on the brain." Tobin, whose laboratory conducted critical neuroscience research in the late 1980s and 1990s, is a member and former director of UCLA's Brain Research Institute.


Type 1 diabetes - also known as insulin-dependent diabetes or juvenile diabetes (because it usually begins in childhood or adolescence) - afflicts more than 1 million Americans. It is characterized by a failure of the body to produce insulin because the immune system attacks and destroys the body's insulin-producing cells of the pancreas.


On Sunday, Sept. 17, at a meeting in Copenhagen of the European Association for the Study of Diabetes, Johnny Ludvigsson - pediatrics professor at Sweden's University Hospital, Linköping University - will present results from the phase II study conducted in eight hospitals in Sweden in collaboration with Diamyd Medical (www.diamyd.com), a life science company located in Stockholm, Sweden.


This fundamental discovery that influenced thinking about diabetes was made in the Life Sciences Division of UCLA's College of Letters and Science, said Arthur P. Arnold, UCLA professor and chair of physiological science.


"The broad insight of a basic neuroscience team eventually bore fruit in the fight against this disease," Arnold said. In the 1980s, using newly developed recombinant DNA techniques, Tobin's laboratory was studying genes involved in brain development and function. Tobin's team included graduate student Daniel Kaufman, now a UCLA professor in the department of molecular and medical pharmacology, and graduate student Mark Erlander, now executive vice president and chief scientific officer of AviaraDx, a biotechnology company in Carlsbad, Calif.


Together, Kaufman and Erlander were the first to isolate the genes encoding GAD (glutamic acid decarboxylase) which is an important enzyme because it synthesizes one of the main neurotransmitters for communication between neurons. Tobin's laboratory used these tools to study neuronal development in the brain. What no one knew at that time was that GAD was also made in the cells that made insulin in the pancreas - cells that use the chemical transmitter made by GAD to communicate with other pancreas cells to help control glucose levels in the blood.


A year later, Kaufman's car fortuitously broke down while he was a postdoctoral scholar at the Salk Institute in San Diego, Calif. Forced to wait, he went to the library and stumbled on a report in a medical journal showing a connection between autoimmunity to an unknown protein in insulin-producing cells and diabetes. Kaufman surmised that this unknown protein was in fact GAD, the protein he had studied in Tobin's lab.


To study the possible connection between GAD and diabetes, Kaufman again worked with Tobin and Erlander, using the research tools they had developed to test whether autoantibodies against GAD could be found in frozen blood samples taken from individuals before they developed type 1 diabetes. They found that they could detect autoantibodies against GAD years before the symptoms of diabetes appeared.


In type 1 diabetes, the immune system destroys the insulin-producing cells slowly, over as many as seven years before any symptoms appear, Tobin said. "These tools allowed us to detect the early appearance of an autoimmune reaction more than five years before the onset of diabetes," Tobin said.


Many laboratories throughout the world are now using recombinant GAD to determine whether individuals have autoantibodies to GAD and are likely to develop diabetes. This pre-diagnostic test will be invaluable for preventing diabetes - but first, there must be a therapeutic to slow the progression of the disease.


In his own laboratory at UCLA, Kaufman, along with UCLA's Jide Tian, Michael Clare-Salzler, Eli Sercarz, Paul Lehmann and Tobin, searched for ways to "tolerize" the immune system of diabetes-prone mice to the GAD protein before the autoimmune attack began. The team reported in the journal Nature in 1993 that when young, diabetes-prone mice were treated with a small amount of the GAD protein, their immune systems learned to tolerate the protein. The autoimmune response that leads to type 1 diabetes never developed in these mice as they grew older.


Next, Kaufman and Tian developed the GAD vaccine that was able to inhibit the autoimmune response after it had already begun to attack the insulin producing cells. Kaufman and Tian showed in a study they published in Nature-Medicine in 1996 that, even after the type 1 diabetes disease process had started in diabetes-prone mice, its progression could be inhibited by the GAD vaccine.


The GAD vaccine activated T-cells that recognized GAD, Kaufman and Tian reported. "The T-cells traveled to the pancreas and, recognizing the GAD protein in the insulin-producing cells there, released calming substances called 'anti-inflammatory' cytokines, which suppressed the immune cells that were killing the insulin-producing cells," Tian explained.


UCLA licensed the technology to Diamyd Medical for clinical development. Tobin and Kaufman both serve on the scientific advisory board of Diamyd.


Based on the success of the GAD vaccine to prevent diabetes in mice, Diamyd Medical conducted a phase II clinical trial by treating adults who recently had been diagnosed with diabetes. The results showed that treatment with the GAD vaccine could preserve some insulin production for at least two years after the onset of the disease in adults.


Given these promising results, Diamyd next conducted a larger double-blind clinical trial of the GAD vaccine in 70 children and adolescents who were newly diagnosed with diabetes. After treating new diabetics with the GAD vaccine, or a placebo, the patients were followed for 15 months, without the clinicians knowing which treatment the patients had received. This month Diamyd Medical broke the code and announced that the GAD vaccine demonstrated statistically significant efficacy in preserving insulin production and that no serious adverse events associated with the therapy were observed.


Tobin and Kaufman are optimistic about the drug, which is called Diamyd, but both said it is likely to be at least a few years before a drug for type 1 diabetes is available.


"If the result holds up in a phase III trial, it's going to make a big difference," Tobin said. "It feels terrific."


"It's tremendously gratifying to see our work go from the lab to a clinical application, with the potential to help so many people," Kaufman said. "The data are very strong, and are convincing even to scientists who were initially skeptical. The vaccine is highly targeted; it activates only the immune cells that recognize GAD, which then suppresses the immune cells that are attacking the insulin-producing cells. Most of us who go into science hope our research will advance medical treatment and improve human lives; it's great news."


He added, "Such long-term preservation of insulin production after the onset of diabetes is quite remarkable. Preserving insulin-production is crucial for delaying the complications associated with long-term diabetes, such as kidney and heart disease, and neuropathy. Now that the vaccine has shown efficacy in preserving insulin production after disease onset, we are anxious to see whether the vaccine can also prevent the development of type 1 diabetes."


The children who are likely to develop type 1 diabetes can be identified by screening for autoantibodies to GAD in their blood, Kaufman said. Tobin, 64, is currently managing director of MRSSI, which advises two nonprofit organizations, the High Q Foundation and CHDI, both dedicated to finding therapies for Huntington's disease. From 1975 to 2003, he was on the faculty of UCLA, where he taught introductory biology and neuroscience. He is the coauthor of "Asking About Life," a prize-winning biology textbook whose premise is that questions are more important than answers.


Tobin's research was funded by the National Institute of Neurological Disorders and Stroke, part of the National Institutes of Health. Kaufman's research is funded by the National Institute of Diabetes & Digestive & Kidney Diseases, also part of part of the National Institutes of Health.

Tobin recalls bringing the excitement of his research into the UCLA classes he taught.


"When I taught the introductory biology course, I said here's the standard stuff about the immune system, but let me tell you about something that just happened in my lab," Tobin recalled. "There's a thrill of discovery, and also a sense that there remain challenges ahead; science isn't just learning a set of facts but learning how to approach and formulate scientific problems. That engagement really serves undergraduates at UCLA very differently from undergraduates at non-research colleges."


As is often true in science, solutions to important problems come from unexpected places, and basic research provides the foundation for future applications.


"Type 1 diabetes never occurred to me," Tobin said. "I was interested in how cells in the brain signal one another. We were trying to understand how some cells in the brain told other cells to slow down or stop.


"One of the great things about UCLA's College of Letters and Science is that scientists working on basic questions talk with one another and with medical school scientists. At first it wasn't obvious that inhibitory signaling in the brain and in the pancreas uses the same molecules, but they do. The diabetes diagnostic and therapeutic came out of basic research in an unpredictable way."
El Niño on the Rise

By ANDREW C. REVKIN
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El Niño, the periodic warming of the tropical Pacific Ocean that can stifle Atlantic Ocean hurricanes and parch southeast Asia, has abruptly blossomed and will probably persist into next year, said Vernon Kousky, a meteorologist at the Commerce Department’s Climate Prediction Center. Mr. Kousky said characteristic dryness had already spread over Indonesia and the Philippines but added that no one should relax about hurricane risks yet because other conditions in the Atlantic and Gulf of Mexico continued to be favorable for such storms.
Puzzling Puffy Planet, Less Dense Than Cork, Is Discovered

By KENNETH CHANG


A planet around a distant star appears inexplicably puffy, astronomers reported yesterday.


The planet is wider than Jupiter. But with half the mass, it is less dense than cork. In a cosmic bathtub, it would float.


The astronomers said they were baffled about how the planet formed and how it remained so puffy.


“The short answer is, I have no idea,” said Dimitar Sasselov, a professor of astronomy at Harvard and a member of the research team. “It’s a very strange planet.”


The planet, designated HAT-P-1, was found orbiting a star 450 light-years away in the constellation Lacerta. It is the second of its kind that has been located. The first was found circling the star HD 209458 in 1999.


At that time, astronomers speculated that perhaps an unusual event - for example, that the star had somehow been knocked on its side, generating tidal forces that heat the interior - led to its puffiness.


With the discovery of a second low-density planet, astronomers are wondering whether they are flukes or there is a whole class of puffy planets in the universe formed by a common process not yet understood.


“Now we have two of them, and we wonder if we should go back to the drawing board,” said Robert W. Noyes, a senior astrophysicist at the Harvard-Smithsonian Center for Astrophysics in Cambridge, Mass., and another member of the research team.


The findings have been submitted to The Astrophysical Journal and were announced at a news conference at the Smithsonian Institution.


An automated network of telescopes noticed that in the double-star system ADS 16402 in Lacerta, one star dimmed about 1.5 percent for two hours every four and a half days. The data suggested that something was periodically passing in front of it and blocking some light.


The astronomers took a closer look with larger telescopes. They were also able to verify the presence of HAT-P-1 by detecting four-and-a-half-day wobbles in the frequency of the star’s light caused by the gravitational pull of the planet.


Many planets detected around other stars have been “hot Jupiters,” gas giants like Jupiter or larger, in very close orbits around the stars. The new planet falls into that category, circling at a distance one-twentieth that between Earth and the Sun.


While gas giants like Jupiter and Saturn are primarily hydrogen and helium, they also possess rocky cores and crushing pressures within that squeeze the hydrogen and helium to higher densities.


Jupiter’s average density is 133 percent greater than of water. Saturn’s is 70 percent that of water. The density of HAT-P-1 is one-quarter that of water.


“Both Saturn and this planet would float on water, but this one would float a lot higher,” Dr. Noyes said. “The low densities would suggest very few rocks at the core.”


Astrophysicists now have two problems to solve: how a planet that has almost no elements heavier than hydrogen and helium can form and how it stays hot.


“Our lack of understanding is worse than we thought it was,” said Alan P. Boss, a planetary theorist at the Carnegie Institution of Washington who was not involved in the research. 


Almost certainly, higher-than-expected temperatures within HAT-P-1 cause the gases to expand and the planet to puff. Its diameter, 38 percent wider than Jupiter, is 24 percent bigger than theories predicted. HAT-P-1’s proximity to the star is insufficient explanation.


Gas giants actually do pass through a puffy period in their youth when they are much hotter and then contract as they cool. Neither star, however, is young, and neither planet is likely to have formed recently.


“From the point of view of planetary theory, they’re in a region we would call Neverland,” Dr. Sasselov said.


Like Peter Pan, the two planets seem to have found a way to maintain their youthful appearance.


One idea that Dr. Sasselov is exploring is that hydrogen and helium separate in a puffy planet, forming layers like oil on water. The energy from the heavier helium’s falling to the center of the planet might be enough to explain the heating, he said.


“That’s an exotic scenario,” Dr. Sasselov said. “It’s a possibility.”


Another possibility is that a second planet is pulling HAT-P-1 into an eccentric orbit that would heat the interior through friction caused by the tides. That cannot be the case for the HD 209458 planet, however, because years of observations have shown the orbit to be almost circular.


Dr. Sasselov said he thought it unlikely that the two large planets had been slammed in a way that tipped them on their sides, adding, “It’s like an impossible billiards ball hit.”
Crop Rotation in the Grain Belt

By ALEXEI BARRIONUEVO

GARDEN CITY, Kan. - Once the driving force behind transforming the United States into the “breadbasket of the world,” wheat is being steadily replaced by corn as the crop of choice for American farmers.


Genetic modifications to corn seeds, the growing demand for corn-based ethanol as a fuel blend and more favorable farm subsidies are leading farmers to plant corn in places where wheat long dominated. In Kansas, known for a century as the Wheat State, corn production quietly pulled ahead of wheat in 2000, with Kansas producing 23 percent more corn than wheat last year.


This year’s drought-ravaged crop is expected to be the second-smallest harvest for American farmers since 1978. It follows a year in which American farmers planted the fewest acres of wheat since 1972. And while corn acreage nationwide passed wheat about a decade ago, its footprint and that of soybeans are spreading across a greater swath of the Midwest, farther north and west into the Dakotas and central Minnesota - traditional wheat country, where growing corn and soybeans was once almost unthinkable.


“It is getting harder and harder for American farmers to say they feed the world,” said Ken Cook, president of the Environmental Working Group, an environmental research group based in Washington. “Instead, they feed S.U.V.’s.”


The decline of wheat and the broad relandscaping of America’s farmland have come about for several reasons. Better seed technology has given corn and soybeans a widening edge over wheat, and more favorable subsidies have encouraged farmers to abandon wheat. Changing consumer tastes and food packaging advancements have slowed American wheat demand.


But the growing biofuels industry is creating the strongest drag on wheat lately, as corn and soybeans are increasingly favored for their use in ethanol and biodiesel.


The spread of corn and soybeans at the expense of wheat, while not expected to significantly affect food prices, could nevertheless put more pressure on scarce water supplies, since both crops are more water- and energy-intensive than wheat.


But the water scarcity has not deterred John Lightner, a 58-year-old farmer in Garden City, Kan., in the heart of the Wheat Belt that stretches through the arid, wind-swept Plains states. Mr. Lightner, who is planting more corn these days, said he was lured by the promise of earning higher profits and lately, a chance to ride the corn-fueled ethanol wave that is sweeping across the Midwest.


“The return on wheat is just not that great, and with corn, well, there is more potential,” Mr. Lightner said as he surveyed his 650 acres of cornfields just weeks before harvest. He began shifting from wheat to corn 15 years ago. Then, this year he rededicated his farmland to corn by investing in a 55-million-gallon ethanol plant being built in town, which, he said, will need all the corn it can get.


Wheat has long been associated with the United States’ standing as the breadbasket of the world for its ability to feed the world through food shipments. American presidents used wheat to support Allied troops in both world wars and tried to wield it as a diplomatic weapon against the Soviet Union. Huge wheat surpluses regularly helped the United States balance its trade deficits.


In the early 1970’s American farmers controlled half of the world’s wheat exports, but this year the United States will account for just 22 percent, according to U.S. Wheat Associates, an export trade group.


Driving the shift away from wheat have been advances in hybrid and genetically modified seeds for other crops. Major companies like Monsanto have been spending millions of dollars developing improved forms of corn, soybeans and cotton - not wheat - and those investments are paying off handsomely. Seeds engineered to resist drought and insects have yielded huge gains and have helped produce record corn harvests the last three years.


The more-resistant seeds have made it possible for farmers in colder climates with shorter growing seasons to produce successful corn harvests. North Dakota, which for decades was the second-biggest producer of wheat after Kansas, has lost 1.69 million wheat acres since 2000, a 16 percent decline. Corn acres in the state, meanwhile, have shot up by 670,000, or 62 percent.


In Kansas, wheat acreage is down 20 percent from 1980, though it has been fairly stable statewide the last four years. But without genetic modification, wheat is lagging behind.


American corn yields rose by 30 percent from 1995 to 2005, while wheat yields grew by only 17 percent. In recent years corn has pulled further ahead, with an annual growth rate in yield that is four times that of wheat.


So far, public resistance to genetically engineered wheat has been strong. Buyers in Europe and Japan said they would refuse American wheat if it was genetically modified. American farmers are divided on the issue. Monsanto dropped an effort to produce the world’s first genetically engineered wheat two years ago, yielding to the concerns of farmers that the crop would endanger exports. The wheat was genetically modified to be resistant to Monsanto’s Roundup herbicide, which would have allowed farmers to spray their fields to kill weeds while not damaging the crop.


The company has said it is not giving up on wheat research. But the genetic engineering of corn, cotton and soybean crops is less controversial because those crops are used primarily in animal feed, clothing and food oils, while wheat is more likely to be used directly in food.


Syngenta, a Monsanto competitor, said it was continuing to develop a genetically engineered wheat that was resistant to fusarium, a fungus that damages crops and produces dangerous toxins. The crop could be ready for the market by early next decade but the company has not decided whether to put it on a commercial path, said Anne Burt, a Syngenta spokeswoman.


To a lesser extent, the structure of the federal farm program has also signaled to farmers that growing corn and soybeans is a better economic bet than wheat. The federal government rewards high corn production by guaranteeing growers the repayment of loans that become deficient when prices fall below the government loan rate of $1.95 a bushel. Corn prices that fell below $2 a bushel in recent years led to record payments to farmers: $4.6 billion last year and $2.9 billion in 2004. Wheat prices have generally averaged $3 a bushel, staying above the $2.75-a-bushel government floor.


Corn’s higher yields and better subsidy support have meant that it is much more economically attractive to grow an acre of corn than wheat on average, government statistics show. But wheat subsidies have not been adjusted much to account for the larger yields farmers obtain with corn through better seed technology.


Tighter wheat supplies could further lift wheat prices, which have hovered above $4 a bushel in recent months, but most experts do not expect food prices to rise much as a result of the switch to biofuels crops.


The cost of wheat is less than 10 percent of the total cost of products like bread and cereal.


The rub is in the trade-off over resources. While it takes more energy to produce a bushel of wheat than corn, an acre of corn uses a far larger overall basket of resources: energy, fertilizer and water.


Recent high prices for wheat, driven by drought in some of the world’s prime wheat-growing regions, may prompt some American farmers to plant more wheat acres this fall. But that is not likely to reverse wheat’s decline, analysts say.


Neither will diplomacy. For decades, America’s dominance of grains, especially wheat, was viewed as a potential diplomatic weapon, from the time President Gerald Ford tried to trade grain for discounted oil from the Soviet Union to President Jimmy Carter’s grain embargo against Moscow in 1980.


And other countries are picking up the slack. Major competitors - including Europe, Australia, Argentina and Black Sea countries like Ukraine - have increased their wheat output. America’s traditional customers like China are also growing more wheat for their own consumption, limiting the need for imports.


The high-protein Atkins diet that symbolized the low-carbohydrates fad helped reduce per-person flour consumption by 9 percent from 1997 to 2004, said Marcia Scheideman, president of the Wheat Foods Council in Washington.


Over all, the incentives to grow corn and soybeans have led farmers to try to grow corn against all odds, even as the economics have gotten tougher with higher costs of fertilizer and fuel for irrigation.


Stung by high costs to pump water, Larry Kepley, a farmer in Ulysses, west of Garden City, decided a few years ago to go back to dry-land farming, similar to what his great-grandfather did in 1888 when he first arrived in the area. The family had been irrigating since 1941.


Dry-land farming meant sticking with wheat. Still, wanting to experiment with corn, he planted 50 acres of dry-land corn last fall, figuring he needed 60 bushels an acre to break even. He got 17 bushels an acre. “It was an utter failure,” he said.


Mr. Lightner, the Garden City farmer, said he was more fortunate to have shallower water wells that made irrigation less costly than on Mr. Kepley’s farmland.


But the plastic tubes that line his rows of corn, delivering water into the soil every 60 inches, are the real key, he said. The water is pumped by natural gas and costs Mr. Lightner $50 to $120 an acre.


With higher fuel costs making his corn crop prohibitively more expensive last year, he planted 300 more acres of wheat, which he grudgingly admires as a crop with “nine lives.” But this time, the wheat failed him.


“The drought got it and then the hail came through, so I don’t have to worry about it anymore,” Mr. Lightner said. “For now, I’ll stick with corn.”
The Basics

To Find the Bacteria, Follow the Water

By HENRY FOUNTAIN


The outbreak of illness last week due to bacterial contamination of bagged spinach is one of the larger episodes of its kind, with at least 94 victims, including one death, in 20 states.


But the outbreak, which health authorities linked to spinach sold by a company in the Salinas Valley in California, is not an isolated one. In the past decade there have been eight others tied to E. coli contamination of fresh greens from the valley, where most of the nation’s lettuce and spinach is grown.


Why do these outbreaks keep happening?


Dean Cliver, a professor of food safety at the University of California at Davis, said that no one, including the federal Food and Drug Administration, had been able to pinpoint sources of bacterial contamination. “Food and Drug is flailing about on this issue,” Dr. Cliver said. “If they had an answer it wouldn’t still be happening.”


The most likely source, he said, is irrigation and processing water that has been contaminated by animal waste. But poor sanitation for field workers and use of compost containing manure are other possibilities.


Dr. Cliver said greens are a quick crop, and fields are turned and replanted long before an outbreak occurs. Even if the contamination could be traced to a particular field, determining the source of the water can be difficult. “Tracing groundwater is an art form,” he said.
Looking Away Helps Concentration

By Jeanna Bryner LiveScience Staff Writer


Teachers take note: Students who seem to be ignoring you could actually be processing complex information in an attempt to come up with an answer.


Researchers recently discovered that when school children avert their gaze away from a teacher or other person's face, they are much more likely to come up with the correct answer.


Turns out facial expressions can be distracting.

The research was published last week in the British Journal of Developmental Psychology.

Adults, too


Scientists have known that adults tend to turn their gaze away from a questioner's face when asked a thought-provoking question. While adults practice this look-away about 85 percent of the time, children five years old and younger do it just 40 percent of the time.


To find out how so-called "gaze aversion" impacts concentration, psychologists recruited 20 five-year-old children from a primary school in Stirlingshire. They trained 10 of the students to look away when pondering a question. "We had them look at a blank piece of paper on the floor," said co-author Gwyneth Doherty-Sneddon, a psychologist at Stirling University in Scotland. The other 10 students received no training. Then, the scientists asked each child a series of math and verbal questions, ranging from easy to moderate level.


They found that the students instructed to look away answered 72 percent of the questions accurately, while the untrained group succeeded in answering only 55 percent correctly.


"The difference between groups was especially evident on the difficult questions where the [averted gaze] group got on average 60.9 percent correct while the [untrained] kids got only 36.7 percent," Doherty-Sneddon said.

Avoiding distraction


The team suggests the findings could be a result of distraction during eye contact. Human faces are mentally captivating, making it difficult to ignore, Doherty-Sneddon said. For instance, she explained that if a teacher were to turn toward a window when asking you a question, your attention would immediately be drawn in that direction.


What's a teacher to do? "It does have real implications for teachers," Doherty-Sneddon said. "It's really important to give children enough thinking time to come up with answers. We tend to jump in too quickly, and that interrupts concentration."


An averted gaze could signal "I'm thinking." So instead of a reprimand-invoking act, avoiding eye contact could be a helpful scholastic tool.
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