"Extreme rainfall" incidents increasing in parts of UK


Extreme rainfall events - those likely to lead to flooding - have become more frequent and intense over a 40-year period in parts of Britain, particularly in Scotland and the North of England.


Scientists from Newcastle University, who analysed UK weather records from 1961-2000, say the findings provide further evidence of climate change occurring.


They also suggest that the 5 million people who live near to rivers - ten per cent of the UK population - can expect to be flooded with increasing regularity in the future which has implications for the management of flooding and water resources.


Dr. Hayley Fowler, a member of the research team who will speak about the project at the BA Festival of Science in Norwich on September 6*, used records from the UK Met Office and the British Atmospheric Data Centre.


She and colleagues examined four distinct periods classed as 'extreme rainfall events' ie where rain was observed to fall steadily over either one, two, five or ten days. They found the probability of an extreme five or ten day rainfall event during the 1990s, compared to the previous 30 year period, increased by four times in Scotland and by two times in Northern England.


The probability of an extreme rainfall event in South East England over five and ten day events actually decreased by 1.5 times but further analysis showed that this part of the country is experiencing a greater frequency of smaller extreme rainfall events, and a change in the timing of such events, with a greater frequency in autumn months. These still pose a threat in terms of flooding because a greater amount of rain is falling in total.


Additional analysis showed that extreme rainfall events that are expected to happen every 50 years increased in frequency and size in Scotland and Northern England, especially in the autumn.


Dr. Fowler compared the periods 1991-2000 with 1961-1990 for the likelihood of 50-year extreme rainfall events. For an event that would be expected only once every 50 years during 1961-1990, during the 1990s this magnitude of event occurred once every eight years in Eastern Scotland, once every 11 years in Southern Scotland, once every 25 years in Northern Scotland, North West England and North East England. In Central East England and Northern Ireland there has been no change. However, in Southern England this type of event would now be expected only once every 100 years.


The amount of rain falling in the UK for a 50-year event occurring over five days rose by 12 per cent overall during the 40-year period examined by the Newcastle University researchers, from 119.59 mm in 1961-90 to 134.17 mm in 1991-2000.


Yet a further breakdown of the figures for five-day rainfall events showed a stark contrast between locations. In Scotland there was a 29 per cent increase in rainfall, from 131.72 mm in 1961-90 to 166.51 mm in 1991-2000; in Northern England, Northern Wales and Ireland there was a nine per cent increase, from 119.64 in 1961-90 to 130.94 mm in 1991-2000. But in Southern England and Southern Wales there was a two per cent decrease, from 107.42 mm in 1961-90 to 105.06 mm in 1991-2000.


The pattern of change in extremes uncovered by Dr. Fowler and colleagues matches the predictions made in a number of models that estimate the scale and speed of climate change over the next century.


Dr. Fowler, a senior research associate with Newcastle University's School of Civil Engineering and Geosciences, said: "The changes we observed over the 40-year period we studied are consistent with the trend we would expect from global warming.


"If the trend continues, which is likely, this suggests we will have an increase in flooding over the coming years which has major implications for flood risk management."


Extreme rainfall, however, is just one factor contributing to the increasing likelihood of flooding - other causes include increased building on floodplains, changing land management practices and the drainage of upland moorland.


Dr. Fowler added that water companies should consider ways in which they can store water during extreme rainfall events for later use, probably during the summer months which are expected to get drier over the coming years.


"One solution could be to build storage facilities such as small reservoirs close to rivers to catch the excess water following extreme rainfall events," she said.


"This could also help alleviate the potential for flooding as well as solve the water shortage crisis we are likely to experience in the summer months."


Dr. Fowler, who is using the data to carry out an analysis of climate change models and their potential reliability, now intends to delve further back into weather records to observe trends over a longer period of time.
The mind-body connection: how CNS regulates arthritis


In a unique approach to inflammation research, a study by researchers at the University of California, San Diego (UCSD) School of Medicine shows that, in a model of rheumatoid arthritis, inflammation in the joints can be sensed and modulated by the central nervous system (CNS). The research suggests that the CNS can profoundly influence immune responses, and may even contribute to understanding so-called placebo effects and the role of stress in inflammatory diseases.


The central nervous system is not just a passive responder to the outside world, but is fully able to control many previously unanticipated physiologic responses, including immunity and inflammation," said Gary S. Firestein, M.D., Professor of Medicine, Chief of the Division of Rheumatology, Allergy and Immunology, and Director of UCSD's Clinical Investigation Institute, who led the study.


The UCSD research team found that blocking key signaling enzymes in the CNS of rats resulted in decreased joint inflammation and destruction. Their findings will be published in the September edition of the journal Public Library of Science (PLoS) Medicine.


"This is an entirely new approach," Firestein said. “Instead of targeting enzymes at the actual site of disease, our hypothesis is that the central nervous system is a controlling influence for the body and can regulate peripheral inflammation and immune responses."


For many years, researchers have explored developing therapeutic targets by blocking the function of a signaling enzyme called p38 MAP kinase throughout the body. This enzyme regulates cytokines proteins released in response to stress that regulate inflammation in patients with arthritis. p38 is known to regulate production of a one particular cytokine called TNFα, and inhibitors of this cytokine are effective therapies for rheumatoid arthritis. Typically, researchers attempt to inhibit proteins in the main tissues affected by the disease, such as the joints in arthritis or the colon in inflammatory bowel disease.


UCSD's multidisciplinary research team including Linda Sorkin, Ph.D., Department of Anesthesiology and David L. Boyle, Department of Medicine thought that the CNS might play a more important role in controlling the symptoms of rheumatoid arthritis than previously believed. To test their hypothesis, the researchers studied the p38 MAP kinase signaling in rat spinal cords.


The scientists used a novel drug delivery system to administer miniscule amounts of a compound that blocks these signals only in the CNS and then determined the influence of the treatment on peripheral arthritis.


We observed that the p38 signal is turned on, or activated, in the central nervous system during peripheral inflammation," Firestein said. "If we blocked this enzyme exclusively in a highly restricted site but not throughout in the body, inflammation in the joints was significantly suppressed."


Not only were clinical signs of arthritis diminished in those rats where p38 inhibitors were administered into the spinal fluid, but damage to the joint was also markedly decreased. The same dose of the inhibitors administered systemically had no effect.


The group also explored whether TNFα might also play a role in this observation. Using a TNF-inhibitor that is approved for use in rheumatoid arthritis and is usually given throughout the body, the scientists showed that delivering small amounts of this agent into the central nervous system also suppressed arthritis and joint destruction in the rats. They proposed that inflammation in the joints increases TNF production in the central nervous system, which, in turn, activates spinal p38. By blocking this pathway only in the spinal cord, they observed the same benefit that was normally achieved by treating the entire body with much higher doses.


The novel mechanism could have therapeutic implications related to the design and delivery of anti-inflammatory drugs, and may be related to the way pain signals are perceived by the brain. The study also shows that the interactions between the CNS and the body are highly complex.
Good times ahead for dinosaur hunters, according to U of Penn scientist's dinosaur census

PHILADELPHIA – The golden age of dinosaur discovery is yet upon us, according to Peter Dodson at the University of Pennsylvania. In a forthcoming issue of the Proceedings of the National Academy of Sciences, Dodson revises his groundbreaking 1990 census on the diversity of discoverable dinosaurs upward by 50%, offering a brighter outlook about the number of dinosaurs waiting to be found. His findings also add evidence that dinosaur populations were stable, and not on the decline, in the time shortly before their extinction 65 million years ago.


Dodson proposes that 1,850 genera (the plural of genus, an organizational group comprised of one or more separate species) will eventually be discovered, in total. Since the dinosaur research began in earnest in the 19th century, only 527 genera have so far been found, although that number is currently changing at the rate of 10 to 20 per year.


"It's a safe bet that a child born today could expect a very fruitful career in dinosaur paleontology," said Dodson, professor of anatomy in Penn's School of Veterinary Medicine and professor in Penn's Department of Earth and Environmental Sciences. "Unfortunately, there is a finite limit to what can be discovered, so our estimates show that the child's grandchildren won't be so fortunate as new discoveries will likely decline sharply in the early 22nd century."


Dodson and co-author Steve Wang, a statistician at Swarthmore College, estimate that 71% of all dinosaur genera that could be found are still awaiting discovery. The researchers predict that 75% of discoverable genera will be found within 60-100 years and 90% within the next 140 years.


In 1990, Dodson first census paper coincided with his publication of The Dinosauria," the first book to comprehensively depict known dinosaurs. In preparing for the second edition, published last year, Dodson revisited his projections to account for the sudden increase of dinosaur fossil discoveries during the 1990s. "The 1990s saw an 85% increase in the number of new fossil discoveries," Dodson said. "The dinosaur field used to be the pursuit of white Anglo-Saxons, but, with recent explosion in of dinosaur paleontology in places like China, Mongolia and South America, that is clearly no longer the case. "


Historically, Dodson contends, dinosaur discovery was largely in the hands of British, Canadian and American researchers, with few exceptions in other countries. In recent decades, however, the discovery of new fossil beds, especially in China and Mongolia, has resulted in a greater diversity among dinosaur researchers.


Ultimately, however, there are only so many dinosaurs that can be found. Fossilization itself is a rare event, and there are very few places on Earth, as a whole, where the rocks are of the right age to contain fossils dating back to the dinosaur era. At some point, paleontologists will find all the fossils that could possibly be found.


Dodson and Wang's analysis also offers evidence that dinosaur populations were stable before the extinction event that ended their reign of global dominance. Dodson, however, warns that the picture of the fossil record at the time of extinction is not resolved enough to say definitively.


"We have enough information to say for certain that, within six million years of the meteorite's arrival, dinosaur populations were stable," Dodson said. "But we don't know for certain if there was a decline within that six-million-year slice of time before the extinction event."


Their estimates for total dinosaur diversity take into account the number of dinosaurs already found, the rate of discovery and potential richness of the fossil locations that can be reasonably explored. They hold that it is still an open question as to whether their estimates of discoverable genera mirror the actual diversity of dinosaur genera that walked the earth. Their findings, combined with previous studies suggest that nearly half of all dinosaur genera that existed did not leave behind fossils that could be found.


"I would never suggest that this prediction, however statistically sound, is the final word on dinosaur diversity," Dodson said. "My intention is to fuel the discussion using the facts at hand, and this is the best estimate we can make with the data available."
Anticipation plays a powerful role in human memory, brain study finds

MADISON - Psychologists have long known that memories of disturbing emotional events - such as an act of violence or the unexpected death of a loved one - are more vivid and deeply imprinted in the brain than mundane recollections of everyday matters.


Probing deeper into how such memories form, researchers at the University of Wisconsin-Madison have found that the mere anticipation of a fearful situation can fire up two memory-forming regions of the brain - even before the event has occurred.


That means the simple act of anticipation may play a surprisingly important role in how fresh the memory of a tough experience remains.


The findings of the brain-imaging study, which appear in the current issue of the Proceedings of the National Academy of Sciences, have important implications for the treatment of psychological conditions such as post-traumatic stress disorder (PTSD) and social anxiety, which are often characterized by flashbacks and intrusive memories of upsetting events.


"The main motivation for this study was a clinical one, in terms of understanding and applying knowledge about memory so that we can better inform the treatment of disorders that have a large memory component, like PTSD," says lead author Kristen Mackiewicz, a graduate student at the University of Colorado who worked on the anticipation study while a student at UW-Madison.


The project also builds on a relatively new body of work on the role of anticipation in emotion and clinical disorders, says senior author Jack Nitschke, a UW-Madison assistant professor of psychiatry and psychology.


"Our study illustrates how the power of expectancy can extend to memory formation as well," says Nitschke, also an associate of UW-Madison's Waisman Laboratory for Brain Imaging and Behavior. "Just the expectation of seeing something bad can enhance the memory of it after it happens."


A teacher who struggles with stage fright, for example, might feel anxious before every class she has to teach. The UW-Madison work suggests that the longer she spends dreading her next lecture, the stronger her memory of the uncomfortable experience is likely to be when it is over. Unfortunately, that sets a vicious cycle in motion, because the stronger her memory of discomfort, the worse her performance anxiety is likely to get.


The UW-Madison scientists found that two key regions of the brain - the amygdala and the hippocampus - become activated when a person is anticipating a difficult situation. Scientists think the amygdala is associated with the formation of emotional memories, while the hippocampus helps the brain form long-term recollections, Nitschke says.


The researchers studied the brain activity of 36 healthy volunteers using a technique known as functional magnetic resonance imaging, which produces high-contrast images of human tissue. They began by showing the volunteers two kinds of signals. One was neutral, but the other indicated that some type of gruesome picture was soon to follow, such as explicit photos of bloody, mutilated bodies. Thirty minutes after the researchers had shown dozens of violent images, they quizzed study participants on how well they remembered the pictures they had just seen.


"We found that the more activated the amygdala and hippocampus had been during the anticipation [of the pictures], the more likely it was that a person would remember more of them right away," says Nitschke.


Two weeks after the experiment, scientists met with the study subjects again to measure how well they remembered the same disturbing images. This time, they found that people who best remembered them had shown the greatest amygdala and hippocampus activity during the picture-viewing exercise two weeks before. That suggested that those subjects' brains had already started converting short-term memories of the images into longer-lasting ones.


Mackiewicz says the anticipation of an uncomfortable situation probably kick-starts a kind of "arousal or fear circuitry" in the brain, which in turn helps to reinforce old memories.


"In the future, we could look for ways to dampen that arousal response in patients so that they do not evoke negative memories so easily," she adds.
A new clinical report from the AAP recommends dairy for children with lactose intolerance

There's no substitute for dairy's nutrient package
Rosemont, Ill. - A new American Academy of Pediatrics (AAP) report1 released today in Pediatrics recommends children with lactose intolerance* include dairy foods as part of a healthy diet in order to get enough calcium, vitamin D, protein and other nutrients essential for bone health and overall growth. The report cautions that lactose intolerance should not require total avoidance of dairy foods.


In fact, the report cites research indicating that many children who are sensitive to lactose can drink small amounts of milk without discomfort, especially when consumed with other foods. Dairy foods that are often well tolerated include hard cheese, such as Cheddar or Swiss, yogurt containing live active cultures, and lactose-free or lactose-reduced milk.
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"While calcium-fortified beverages and other foods can provide an alternative source of calcium, the report reinforces that they do not provide an equivalent nutrient package to dairy foods like milk, cheese and yogurt," said Ann Marie Krautheim, registered dietitian and senior vice president of nutrition and health promotion at the National Dairy Council. "We hope this report will further educate parents on how to continue to include dairy in the diets of children sensitive to lactose and also help improve their nutrient intake."


As confirmed by this report, patients who think they may be sensitive to lactose should talk with their doctors for a full evaluation, as dietary history alone is an unreliable tool for diagnosing the condition.


The AAP recommendation for children and adolescents with lactose intolerance to choose dairy foods first for overall diet quality and adequate intake of many nutrients is consistent with guidance found in the 2005 Dietary Guidelines for Americans2 and from the National Medical Association3, the largest African American physicians group in the country. For those who have trouble digesting lactose, the following tips can be used to help keep dairy in the diet:

 * Drink milk with food

 * Aged cheeses like Cheddar and Swiss are low in lactose

 * Introduce dairy slowly. Gradually increase the amount

 * Reduce it. Enjoy lactose-free milk and milk products

 * Yogurt with live and active cultures helps digest lactose 

Editor's notes on lactose intolerance:

 * Lactose intolerance is a clinical syndrome with one or more of the following symptoms: abdominal pain, diarrhea, nausea, flatulence, and/or bloating after the ingestion of lactose or lactose-containing substances. The extent of the occurrence of the above symptoms is dependent on the amount of lactose consumed, the degree of lactase deficiency and the types of lactose containing foods.

 * Lactase is an enzyme which enables people to digest lactose, the primary carbohydrate (sugar) naturally found in cow's milk. The inability to digest lactose often results from a deficiency of the lactase enzyme.

 * The report focuses on primary lactose intolerance, the most common type and genetically determined. Symptoms of primary lactose intolerance do not usually become apparent until late adolescence or early adulthood.

 * Lactose intolerance should not be confused with milk allergies. For more information, please visit www.nationaldairycouncil.org.
Farms’ Output Grows Closer to Matching Fishing Harvests

By ANDREW C. REVKIN

Fish farms are close to matching fishing fleets in supplying seafood to expanding global markets, aided by the explosive growth of aquaculture in China for more than a decade, according to the Food and Agriculture Organization of the United Nations.


But both sources of supply taken together are unlikely to keep up with demand fueled by rising populations and incomes, the organization concluded in a report published today.


The main impediments to aquaculture are a lack of sufficient investment capital in poorer countries, limited land and fresh water and concerns about environmental impact, the report said.


At the same time, most wild fish stocks are already either overexploited or at peak harvests, so there is not much chance of increasing ocean fishing to fill the gap, said the report’s lead author, Rohana Subasinghe, a senior fishery resources officer at the agency, which is based in Rome. 


“Catches in the wild are still high, but they have leveled off, probably for good,” he said.


The limit on wild harvests is also creating pressures on fish farming, the report said, as catches of fish for fishmeal have hit a plateau.


Fishmeal, made by grinding up unmarketable wild-caught species, is sold as food for poultry and other livestock as well as for salmon and other carnivorous farm-raised fish.


Since 1985, the report said, production of fishmeal and fish oil has remained flat, at around six to eight million tons per year, while demand has grown, with aquaculture now consuming 35 percent.


Altogether, 50 million tons of farmed fish, worth $63 billion, was eaten in 2004, compared with about 66 million tons of fish harvested from the wild. (Another 38.5 million tons of wild fish are used for meal, fish oil and other purposes.)


The report provides new evidence that marine fisheries policies need prompt attention, said Thomas E. Lovejoy, president of the Heinz Center, a Washington research group on environmental policy.


Some useful steps, he said, would be to set aside areas where fish can breed safely and to limit destructive methods like bottom-scraping trawling, which destroys fish habitats.


“It’s important to try and restore what we’ve run down and not just move on to depleting something else,” he said.
Personal Health

Butter or Margarine? First, Study the Label

By JANE E. BRODY

The culinary battle between butter and margarine has raged for decades, but, it turns out, for the wrong reason. We now know that the partly hydrogenated fatty acids in margarine and many processed foods are harmful to health - more harmful, in fact, than the saturated fat in butter.


This does not mean butter is healthier. But it does mean consumers need to pay far more attention to the fat content of all the foods they consume, both at home and in restaurants. The process commonly used to convert liquid vegetable oil into a fat with the consistency of butter, the baking qualities of lard and a long shelf life forms trans fatty acids, which every diner and snacker should avoid.


Gram for gram, trans fats, as they are commonly called, are more hazardous to the heart than the saturated fats that damage arteries. Like saturated fats, they raise the “bad,” or L.D.L., cholesterol that can become glued to arteries; but unlike saturated fats, they also lower the “good” H.D.L. cholesterol that clears away these harmful deposits.


Butter is not a heart-healthy choice because its saturated fat far outweighs the trans fat in traditional stick margarines. Also, butter contains cholesterol, which can raise blood levels of cholesterol in some people; margarine, which is made from vegetable sources, does not.


The good news is that a Food and Drug Administration ruling, which took effect in January, requires food companies to list the amount of trans fats on the nutrition label of every package. As a result, most companies have switched the fats they use so they can say “no trans fats” on the label.


The bad news is that some substitutions - to tropical oils like palm, palm kernel and coconut - are reintroducing more heart-damaging saturated fats to American diets and causing environmental devastation in several countries where palm and coconut trees grow.


Furthermore, consumers who use the “no trans fats” label proclamation as their buying guide can still end up buying a lot of what nutritionists call junk foods. And the F.D.A. ruling does not apply to foods sold in restaurants, bakeries, takeout and other retail food outlets where unsuspecting consumers could be loading up on harmful trans fats.


That prompted the New York Department of Health and Mental Hygiene in March to ask the city’s 20,000 restaurants and 14,000 food suppliers to eliminate partly hydrogenated oils from kitchens and provide foods and food products free of industrially produced trans fatty acids.

What Trans Fats Do


The health concerns about trans fats go far beyond the effects on blood cholesterol. In a report in the June issue of The Journal of the American Dietetic Association, researchers led by Katherine M. Phillips, a biochemist at Virginia Polytechnic Institute, reviewed what is known about trans fats and their alternatives.


The “trans” in trans fatty acids refers to the biochemical configuration of the fat molecule. Natural polyunsaturated fatty acids in vegetable oils have a “cis” conformation: the hydrogen atoms in each double bond are on the same side. But the processes used in partial hydrogenation results in some double bonds with a “trans” conformation: hydrogen atoms on opposite sides of each double bond.


This little biochemical switch turns out to have potentially devastating health effects. In addition to raising bad cholesterol (especially the small L.D.L. particles that stick to blood vessels) and lowering good cholesterol, trans fatty acids raise blood levels of triglycerides and lipoprotein (a), which raise cardiovascular risk.


But that is not all. Trans fatty acids, when compared with cis-unsaturated fats, also raise blood levels of substances like C-reactive protein that are markers of bodywide inflammation and cellular dysfunction, also linked to heart and blood vessel disease.


Trans fats can interfere with the metabolism of essential fatty acids, the synthesis of healthful omega-3 fatty acids and the balance of prostaglandins, disrupting protection against blood clots. And high intakes of trans fats may cause insulin resistance, a marker of type 2 diabetes.


In a recent review in The New England Journal of Medicine on the relationship between trans fats and heart disease, even low levels of trans fats in the diet - a mere 1 percent to 2 percent of calories per day - were linked to a substantially increased risk of heart disease. In studies of 140,000 individuals, consuming 2 percent of calories as trans fats resulted in a 23 percent increase in heart disease.


In 1983, scientists at the United States Department of Agriculture estimated that the average American consumed 8 grams of trans fats a day (that’s 3.6 percent of a 2,000-calorie diet), with 85 percent coming from foods containing partly hydrogenated oils and the rest from trans fats naturally present in meat and dairy products.


The low levels of trans fats in meats and dairy products result from hydrogenation by microbes in the gut of ruminant animals (cows, sheep and goats). In addition, small amounts of trans fats are formed when vegetable oils are refined at high temperatures.


A more recent estimate based on mid-1990’s data by the F.D.A. put the average trans fat consumption by adults at 5.8 grams a day. The main contributors of these fats were cakes and related products (23.8 percent), margarine (16.5 percent), cookies and crackers (9.8 percent), fried potatoes (8.3 percent), chips and snacks (4.8 percent) and household shortenings (4.3 percent).

Choosing Healthier Foods


The new food label rule exempts products with less than 0.5 gram of trans fatty acid per serving, which can list the amount as zero per serving. But if someone eats, say, four servings of the food instead of one, as many do, the amount of trans fats consumed can have a significant effect.


The only way to know if a zero listing really means zero is to check the ingredients list. If partly hydrogenated oil is an ingredient, there is some trans fat in the food. (Fully hydrogenated oils, listed only as “hydrogenated,” do not contain trans fats. Rather, these fats are saturated.)


Furthermore, the listing of trans fats is meaningful only if consumers read the label and select foods that have no trans fats and no partly hydrogenated oils.


If you want to avoid trans fats when eating out or buying takeout, you have to ask how a food was prepared. Ask what cooking fats were used, including the oils in salad dressings. The New England Journal authors said that to avoid adverse health effects, “complete or near-complete avoidance of industrially produced trans fats” is necessary.


To protect heart health, you would be wise, as well, to avoid foods made with tropical oils (palm, palm kernel and coconut), which contain saturated fatty acids.


Soft and liquid margarines have little or no trans fats. And American producers are working hard to develop alternative methods of producing shelf-stable vegetable oils, which should be on the shelf in the next year or so.


McDonald’s in Denmark, where there is a legal limit on industrially produced trans fats in foods (less than 2 percent), manages to serve food without these harmful fats. Why not here? Denmark has shown that eliminating partly hydrogenated vegetable oils from foods in stores and restaurants does not result in a loss of palatability, availability or quality, or an increase in the cost or consumption of saturated fats.
Vital Signs

Exercise: Brisk Walk Can Counter Effect of Fatty Meals

By NICHOLAS BAKALAR

Eating a high-fat meal has a negative health effect that can be immediately measured: it lowers flow mediated dilation - the ability of blood vessels to expand and contract in response to increased blood flow. But a small study suggests that there is a way to counteract the effect: vigorous aerobic exercise within two hours of the meal.


In previous studies, researchers have found that blood vessel function is impaired for up to six hours after a high-fat meal, with the peak of dysfunction occurring about four hours after eating. This postprandial effect is a significant risk factor for cardiovascular disease.


In this study, which appears online in The European Journal of Applied Physiology, researchers tested eight healthy 25-year-olds. First, the subjects ate a no-fat 945-calorie breakfast and did no exercise afterward. A few days later, they ate a 940-calorie meal with 690 grams of fat. Again, they did not exercise. Finally, they ate the same high-fat meal, but two hours later they did a brisk 45-minute walk on a treadmill. Flow mediated dilation was measured before and four hours after each regimen.


Unsurprisingly, flow mediated dilation was significantly lower after the high-fat meal. But when subjects exercised after the high-fat meal, the dilation was even higher than after the low-fat meal.


Janet P. Wallace, a professor of kinesiology at Indiana University, was the study’s lead author. She and her fellow authors acknowledge that the study sample was limited to eight healthy young adults. But the effect was statistically highly significant, suggesting a meaningful treatment effect.
Really?

The Claim: Avoiding Spicy Foods Can Ease Symptoms of Heartburn

By ANAHAD O’CONNOR
THE FACTS People with heartburn have long been advised to steer clear of certain foods out of fear that they may aggravate their condition.


Coffee? Too acidic. Hot sauce? Out of the question. But what if the claim that simply limiting such foods can reduce heartburn - a claim quoted by doctors everywhere - is wrong?


In a study published in May in The Archives of Internal Medicine, researchers at the Stanford medical school analyzed hundreds of studies on heartburn dating to the 1970’s. They found that cutting caffeine, citrus fruits and spicy foods did not eliminate heartburn symptoms or lower pH levels in the esophagus.


That may have something to do with the nature of heartburn, which is most commonly caused when the esophageal sphincter, which acts something like a control valve, relaxes more than it should and allows fluids in the stomach to flow toward the mouth. While there is some evidence that tobacco and alcohol can reduce the pressure exerted by the esophageal sphincter, most foods traditionally thought to exacerbate heartburn do not seem to have this effect.


In the study published in May, only two changes in behavior appeared to reduce heartburn. The first was eating less, since extra weight increases pressure in the abdomen. And elevating the head of the bed can prevent stomach acid from surging into the esophagus while you sleep.

THE BOTTOM LINE Despite anecdotal evidence, research suggests that avoiding spicy or acidic foods does not ease symptoms of heartburn.
Second Opinion

When Hopes for a Drug Are Dashed, What Then?

By DENISE GRADY

Here’s a story about the way patients’ hopes and doctors’ good intentions can work together to stretch research into medical practice, for better or worse, even before the studies are finished.


Three and a half years ago, when she was 65, my sister learned that she had rectal cancer and would need radiation, extensive surgery and months of chemotherapy.


In the blur of frightening and numbing information that crashes down on an ordinary person who suddenly becomes a cancer patient, one thing seemed clear: Several doctors recommended Celebrex.


It is an anti-inflammatory drug originally developed as a painkiller, but studies had suggested that it could also shrink or prevent precancerous intestinal polyps, and some doctors reasoned that it could help patients who already had colorectal cancer.


In addition to the malignant tumor, my sister also had polyps. (Not every polyp turns into cancer, but virtually all intestinal cancers start out as polyps.)


Colorectal tumors are among the most common types of cancer in the United States, with about 105,000 new cases and 56,000 deaths in 2005, and more than a million survivors.


My sister’s oncologist, a private practitioner, prescribed high doses of Celebrex, 800 milligrams a day. Her surgeon, a department head at a major cancer center, seemed unenthusiastic about the drug, but O.K.’d it. So my sister took it.


Meanwhile, I asked two other experts, researchers at cancer centers, about Celebrex. They disapproved. The drug was being studied in people with polyps, not cancer patients. There was no proof it would help people like my sister, they said. Doctors should wait for data instead of jumping the gun. She shouldn’t be taking the drug. One was so adamant that he offered to talk to her himself.


But my sister liked and trusted her oncologist. I decided not to meddle.


The combined treatments worked. She made an amazing recovery, and the cancer has not come back. At the oncologist’s urging, she kept taking Celebrex even after she finished chemotherapy.


But then, in December 2004, after she had been taking the drug for 21 months, she got a call from her oncologist, telling her to stop immediately. A study had found that Celebrex could increase the risk of heart attacks. Vioxx, a similar drug, was taken off the market because of a stronger link to heart problems. My sister quit taking Celebrex.


But what about the cancer? She was doing so well. Had the Celebrex been helping her? Did the heart risk really outweigh the possible benefit, even in cancer patients or people at high risk?


The answer is still not entirely clear.


Last week, two studies and an editorial about Celebrex and intestinal polyps were published in The New England Journal of Medicine.


The studies were paid for in part by Pfizer, which makes Celebrex, and company scientists were among the authors of the studies.


Each study had about 2,000 participants. People who had had polyps were given either the drug or a placebo and then followed for three years. Both studies found that those taking Celebrex had significantly fewer polyps. The drug seemed especially good at preventing the type of polyps most likely to turn into cancer. But there were increased heart problems in the Celebrex group.


In one study, among patients taking 400 milligrams once a day, 33.6 percent formed polyps, compared with 49.3 percent in the placebo group. But 2.5 percent taking the drug had heart problems, compared with 1.9 percent taking placebos.


In the second study, 60.7 percent in the placebo group formed polyps. But the rate was only 43.2 percent in those taking 200 milligrams of Celebrex twice a day, and 37.5 percent in those taking 400 milligrams twice a day.


The heart risk from Celebrex also increased in the second study: it was 2.6 percent in those who took 200 milligrams twice a day and 3.4 percent in those who took 400 twice a day, compared with only 1 percent in the placebo group.


In both studies, some of the heart problems were fatal.


“For the average patient who’s had colon polyps at colonoscopy, I think the cardiac risks outweigh the benefits of this drug,” said Dr. John R. Saltzman, an author of one of the studies and director of endoscopy at Brigham and Women’s Hospital in Boston. But he added that Celebrex might still be worthwhile for a small subset of patients, those prone to fast-growing, high-risk polyps - provided they had no risk factors for heart disease.


“We’re dealing with two diseases that will kill you,” Dr. Saltzman said. “You have to weigh the risks and benefits very carefully when you’re dealing with such serious diseases.”


The editorial said Celebrex had “no role” in cancer prevention in the general population or in people who had polyps that were not part of a hereditary cancer syndrome. Its authors also said that people at risk for colon cancer because of a tendency to form polyps were better off having regular colonoscopies to remove the polyps and taking low-dose aspirin, which can lower the risk of heart attacks and also give a little protection against polyps, though not as much as Celebrex.


What about people like my sister, who have already had cancer? There is no data on them. Cancer patients were not part of the research, and the studies did not go on long enough to study the incidence of cancer.


Despite the lack of evidence, Dr. Saltzman said he was not surprised to hear that oncologists had been prescribing Celebrex for cancer patients anyway.


“What you’re dealing with is people who want to do the right thing,” he said. “They’re extrapolating data from one situation to another. It’s done all the time in practice. What we practice is part science and part art. Most physicians want to do the right thing for their patient.”


He added that when a drug looks promising, many doctors will recommend it even before the research is finished, especially if they’re frustrated because they have nothing else to offer.


Dr. Bernard Levin, a director of the second study and vice president for cancer prevention and population sciences at the M. D. Anderson Cancer Center in Houston, said that despite the drawbacks of Celebrex, the findings were still encouraging because they showed that a drug could reduce polyp formation.


The task now, he said, is to find one that can do it safely, and maybe even lower the risk of heart disease at the same time. He also said that his study found such a small heart risk from a 400-milligram dose twice a day that it deserved further study.


“This may be relevant for tomorrow’s patient,” Dr. Levin said. But for today’s patients, he said, “we’re sort of left hanging.”
This Can’t Be Love

By CARL ZIMMER


Across the eastern United States, a gruesome ritual is in full swing. The praying mantis and its relative, the Chinese mantis, are in their courtship season. A male mantis approaches a female, flapping his wings and swaying his abdomen. Leaping on her back, he begins to mate. And quite often, she tears off his head.


The female mantis devours the head of the still-mating male and then moves on to the rest of his body. “If you put a pair together and come back later, you’ll just find the wings of the male and no other evidence he was ever there,” said William Brown, an evolutionary biologist at the State University of New York in Fredonia.


Sexual cannibalism has fascinated biologists ever since Darwin. It is not limited to mantises, but is also found in other invertebrates, including spiders, midges and perhaps horned nudibranchs.


Biologists have debated how this behavior has evolved in these species. Some have suggested that sexual cannibalism is just a result of a voracious female appetite. But experiments have also suggested that it is a strategy that females use to select the best fathers for their offspring.


Other scientists have found evidence that males may have had a role in the evolution of cannibalism. By surrendering themselves to their mates, males increase their reproductive success. Still other scientists have proposed that males actually go to great lengths to minimize their risk of being eaten.


As scientists look more closely at sexual cannibalism in many species, the emerging consensus is that all of these theories may be right. Different evolutionary pressures produce sexual cannibalism in different species.


“It’s not something that lends itself to a single, simple explanation,” said Mark Elgar of the University of Melbourne.


Sexual cannibalism became a hot topic of debate among biologists in 1984. Scientists from Cornell and the University of Texas at Austin proposed that it evolved because the males of some species could get an evolutionary advantage from being eaten. Their bodies could nourish the mothers of their offspring, raising the odds that those offspring would successfully hatch and grow up to produce their own offspring, thus carrying on the father’s genes.


The late Harvard biologist Stephen Jay Gould attacked this argument, calling it a prime example of how biologists had become “overzealous about the power and range of selection by trying to attribute every significant form and behavior to its direct action.”


Dr. Gould argued that sexual cannibalism was too rare to be significant. It is possible, he said, that females eat their mates simply because they mistake them for prey.


Subsequent research refuted parts of Dr. Gould’s argument. Some sexual cannibals, including female Chinese mantises, actually eat a lot of males. “One study estimated that 63 percent of the diet of females are male mantids,” Dr. Brown said. “So they’re the main food source.”


Other scientists have demonstrated that males can increase their chances of passing on their genes if they cooperate in their own death.


Male Australian redback spiders court females for up to eight hours by plucking the strands of their web. Once a male starts to mate, he promptly somersaults onto her fangs. He continues to mate as she feeds on him. In some cases, the male crawls a short distance away, courts the female again, and then mates a second time. He flips onto her fangs, and by the end of the second mating he is dead.


Male redback spiders benefit from cannibalism, but not because they can become food for their mates. Instead, Dr. Maydianne Andrade of the University of Toronto has found that males that are cannibalized mate more than twice as long as noncannibalized males. They also father twice as many offspring with a female that mates with other males.


“We’ve replicated the results three times - it’s definitely going on,” Dr. Andrade said.


Cannibalism provides males extra time to put a plug in a female’s sperm receptacle, Dr. Andrade’s research suggests. The plug prevents other males from fertilizing the female, thus raising the odds that the first male’s sperm will.


“It has to be placed quite precisely for it to function as a sperm plug,” Dr. Andrade said.


Male redback spiders, which have two sexual organs, also have adaptations to let them survive cannibalism long enough to mate twice. Female spiders have two receptacles, each of which must be fertilized by separate male organs. If a male redback dies before he has a chance to fertilize the second receptacle, his reproductive success plummets by half.


Dr. Andrade and her student Jeff Stoltz noticed that male redback spiders develop a pinched abdomen before they mate. “Imagine putting a belt around it and cinching it tight,” Dr. Andrade said. “It’s really striking, and it develops long before the males even touch the females.”


To understand why the spiders developed this belt, the scientists delivered wounds to male redbacks to mimic female cannibalism. They found that males that had developed the constriction survived longer and mated more successfully than males that had not.


The constriction may help males survive by pushing the heart and other vital organs away from the female’s fangs. It may also reduce the flow of fluids out of the spider’s body.


Scientists have found other species in which males encourage their own cannibalism. One remarkable twist on this strategy is seen in a species of orb-weaving spiders. The males suddenly die as they mate. The male’s death may be a strategy for preventing other males from mating with the female. In death, its sexual organ becomes stuck in the female’s receptacle. Even if she feeds on the rest of his body, the organ remains behind, preventing her from receiving more sperm.


Some scientists are now investigating what sort of evolutionary pressures cause males to go along with their own demise. In some species, males have very few opportunities to mate, while each female may mate with multiple males. For these desperate males, the benefits of sacrificing themselves may outweigh the loss of future opportunities to mate. Dr. Andrade describes the strategy this way: “If you don’t have any other shot at it, do what you can now.”


Recently, Dr. Brown of SUNY Fredonia set out to test whether male Chinese mantises are complicit in their own deaths. Females clearly eat a lot of male mantids, but that does not necessarily mean that the males benefit. Dying while mating with one female robs them of the chance to mate with other females.


Dr. Brown decided to observe whether males did anything to increase their odds of survival during mating. Since hungrier females are more likely to eat their mates, he reasoned that males might approach hungry females differently from fed ones.


“We predicted that if the male is complicit, he’s just going to march into her jaws,” Dr. Brown said. “But if the male does not want to become her meal, then he should avoid the risk of being eaten.”


Dr. Brown and his undergraduate student Jonathan Lelito (now a graduate student at the University of Pittsburgh) placed males into containers with females. In some cases, the females had just feasted on crickets, and in other cases they were ravenous.


Male mantises responded very differently to hungry females and to full ones. They were more eager to approach full ones than hungry ones. When they did approach hungry females, they jumped onto their mates from farther away, possibly to lessen the chance of the female grabbing him.


Dr. Brown and Mr. Lelito also found that male mantises also took longer to jump off hungry females. Females sometimes grab males as they dismount, and so the males may have waited out of caution.


“It’s clearly a case of sexual conflict,” Dr. Brown said. “Males are not willing partners.”


The scientists report their findings in the August issue of American Naturalist.


“This really is the first good clean test of the idea that males are in conflict with females over this,” Dr. Andrade said.


Like mantises, males of some other species appear to go to great lengths not to be eaten. Male golden orb spiders can reduce their chances of being eaten by jumping onto females as they are eating something else. If they survive mating, they can increase their reproductive success by standing guard over their females and driving away other males.


Female hunger may be an important part of sexual cannibalism, but females may also use it for their own evolutionary benefit. In some species, they appear to choose which males they will cannibalize and how long they will let males mate before eating them. These choices may let the females exert some control over which males will father their offspring.


Dr. Brown also wonders whether female mantises have evolved ways to lure males to eat. Female mantises depend so much on male mantises for their diet that natural selection may favor females that can attract more males. Dr. Brown notes that male mantises are drawn to females by the odor of pheromones. He is investigating whether female mantises use the pheromones as a trap, rather than an honest signal.


“The most intriguing situation would be a mated female that’s hungry,” Dr. Brown said. “Does she boost her pheromones, not because she needs sperm but because she needs food?”
Plan to nurture test-tube sharks


Keeping squabbling children apart is a problem that taxes all parents, but for the grey nurse shark it is a little more serious. Its embryos have a nasty habit of eating each other in the uterus.


This intra-uterine cannibalism means that despite starting a pregnancy with up to 40 embryos in her two uteruses, a female shark only gives birth to two pups. This is a real headache for Australian conservationists trying to save the species from extinction.


To allow the embryos to grow in peace, a team at Cronulla Fisheries Centre in New South Wales has built a prototype artificial uterus, in the shape of a 1-metre-long test tube. The embryos will be flushed from their mother and raised in the tanks, filled with a yet-to-be developed artificial uterine fluid.


The team hopes to raise up to 40 shark pups a year.
New attempts to crack Saturn's 'walnut' moon

Jeff Hecht

The mysterious equatorial ridge on Saturn's moon Iapetus is either a fossil ring system that fell to the surface, or a pile up of crustal rocks formed as the satellite changed its shape. These are the latest theories from planetary scientists.


The ridge, revealed by the Cassini probe, is unlike anything else in the solar system. It is up to 20 kilometres high and stretches 1300 km along the moon's equator, resembling the ridge on a walnut.


Counts of impact craters show the ridge must be nearly as old as the crust on the adjacent plains, which are thought to have solidified about 4.5 billion years ago.


The first possible explanation for the ridge's formation is the slowing of Iapetus's spin from less than 10 hours per rotation when it formed to the present speed of 80 days.


The initial rapid spin would have produced strong centrifugal force that pushed the equator of the largely fluid young satellite outwards. It was about 1.5 times wider across the equator than from pole to pole, says Julie Castillo at the Jet Propulsion Laboratory in California, US.


Then tidal (gravitational) friction with Saturn slowed the spin, so Iapetus became more spherical. This caused the surface area to shrink, leaving the moon with an excess of solid crust, which Castillo says piled up along the equator.

Falling down


Alternatively, the ridge might have formed from debris that fell from rings that once orbited the equator of Iapetus, says Wing-Huen Ip of the National Central University in Chung Li, Taiwan, (Geophysical Research Letters, DOI: 10.1029/2005GL025386). 
The ridge on Iapetus remains almost exactly parallel to the equator to within a couple of degrees (Image: NASA/JPL/Space Science Institute)
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The rings may have been remnants of the disc of dust and rock from which Iapetus originally condensed. Or the rings may have been formed after a large body hit Iapetus during the final stages of its formation, splashing debris into orbit which formed rings and a satellite which later escaped or broke up.


In either case, Ip says, the ring material would have fallen back to the surface in a narrow strip along the equator. He told New Scientist that he has yet to work out how the ring material could have hit slowly enough to build up a ridge rather than blast craters along the equator.

In a spin


Ip argues his scenario is more plausible because a hot, fast-spinning young Iapetus could not have dissipated rotational energy fast enough for Castillo's scenario to work.


Castillo, however, says that Ip uses too simple a model to calculate cooling, and that Iapetus needed only to slow its spin down to once every 20 hours in order to become spherical enough to form an equatorial ridge. Her group has submitted a journal paper describing a complex numerical model of the thermal and dynamic effects that they believe produced the equatorial ridge.


So the jury remains out. "The question for both models is: How do you get so much material in such a very small area?" says Paul Schenk of the Lunar and Planetary Institute in Houston, Texas, US.
New evidence shows Antarctica has warmed in last 150 years


Despite recent indications that Antarctica cooled considerably during the 1990s, new research suggests that the world's iciest continent has been getting gradually warmer for the last 150 years, a trend not identifiable in the short meteorological records and masked at the end of the 20th century by large temperature variations.


Numerous ice cores collected from five areas allowed scientists to reconstruct a temperature record that shows average Antarctic temperatures have risen about two-tenths of a degree Celsius, or about one-third of a degree Fahrenheit, in 150 years. That might not sound like much, but the overall increase includes a recorded temperature decline of nearly 1 degree in the 1990s, said David Schneider, a University of Washington postdoctoral researcher in Earth and space sciences.


"Even if you account for the cooling in the '90s, we still see that two-tenths of a degree increase from the middle of the 1800s to the end of the 20th century," said Schneider, the lead author of a paper detailing the work published Aug. 30 in Geophysical Research Letters.


The main reason that Antarctica appears to have cooled during the 1990s is that a natural phenomenon called the Antarctic Oscillation, or Southern Annular Mode, was largely in its positive phase during that time. The Antarctic Oscillation is so named because atmospheric pressure in far southern latitudes randomly oscillates between positive and negative phases. During the positive phase, a vortex of wind is tightly focused on the polar region and prevents warmer air from mixing with the frigid polar air, which keeps Antarctica colder.


Typically the Antarctic Oscillation alternates between phases about every month. But in the 1990s the positive phase occurred much more often, Schneider said. Without the influence of the Antarctic Oscillation, he said, it is likely the Antarctic would show the same kind of warming as the rest of the Southern Hemisphere. Before 1975, Antarctica appears to have warmed at about the same rate as the rest of the hemisphere, about 0.25 degree C per century. But since 1975, while the Antarctic showed overall cooling, the Southern Hemisphere has warmed at a rate of about 1.4 degrees per century.


"The second half of the 20th century is marked by really large variability. The periods of cooling correspond with a very strong positive Antarctic Oscillation," Schneider said. "The caution is that we don't fully understand the feedbacks between overall climate warming and the Antarctic Oscillation. But having the 200-year record is what convinces us that there is a relationship between Southern Hemisphere temperature changes and Antarctic temperature changes."


He noted that other research has suggested that ozone depletion in the Southern Hemisphere is keeping the Antarctic Oscillation in its positive phase for longer periods.


Schneider began the work for his doctoral thesis and completed it as a post-doctoral researcher. Co-authors of the paper are Eric Steig, Schneider's thesis adviser, and Cecilia Bitz of the UW; Tas van Ommen of the Antarctic Climate and Ecosystems Cooperative Research Centre in Australia, Daniel Dixon and Paul Mayewski of the University of Maine and Julie Jones of the Institute for Coastal Research in Germany. The work was funded primarily by the National Science Foundation, with additional funding from the Scientific Committee on Antarctic Research and Australia's Cooperative Research Centre Program.


Reconstructing an annual temperature record for two centuries was complicated by the fact that Antarctica is the world's driest continent, so while annual snowfall for thousands of years is preserved in glacial ice there often isn't much snowfall in a given year. For this work, the scientists collected ice cores from five areas that typically receive at least 15 inches of snow per year, which provided more substance from each year for them to examine. They studied oxygen and hydrogen isotopes in the cores to develop the first reconstruction of Antarctic temperature records for the last 150 years.


"We have pretty good confidence that we're right, though some of the details might have to be refined," Schneider said.
Radical surgery for kidney cancer is risk factor for chronic kidney disease

NEW YORK - For forty years, the gold standard for treating a single, small tumor in the kidney has been to remove the entire kidney. A retrospective study, which appears in the September issue of The Lancet Oncology, by urologists at Memorial Sloan-Kettering Cancer Center (MSKCC) and their colleagues, suggests that this practice needs to be re-evaluated. Researchers add that with advances in imaging, almost 70 percent of kidney cancer patients have their tumor detected at a very small size (less than 4 cm), allowing surgeons to perform less radical surgery with superior results.


The study revealed that patients with two otherwise healthy kidneys who underwent kidney-sparing surgery (partial nephrectomy) to remove a small cancer developed chronic kidney disease at a rate one-third lower than patients whose entire kidney was removed (radical nephrectomy). The three-year probability of staying free of chronic kidney disease was 80 percent for the partial nephrectomy patients compared with 35 percent for patients who underwent a radical nephrectomy. In fact, radical nephrectomy was shown to be a significant risk factor for developing chronic kidney disease.


"The results of our study demonstrate that prior to surgery, the baseline kidney function of patients with small kidney tumors was significantly lower than previously recognized," explained Dr. William C. Huang, the study's first author. "Patients who undergo a radical nephrectomy, the most common treatment for small kidney tumors, are at significantly greater risk for the development of chronic kidney disease after surgery compared with those who undergo a partial nephrectomy."


The retrospective study of 662 patients at MSKCC showed that up to 26 percent of the patients had pre-existing chronic kidney disease before undergoing surgery to remove a small tumor (less than 4 cm) from the kidney. In addition, those patients who had the entire kidney removed were more than twice as likely to develop chronic kidney disease.


Although partial nephrectomies account for 30 to 65 percent of all kidney surgeries performed in tertiary care centers in the United States like MSKCC, the latest analysis from the Nationwide Inpatient Sample reported in the journal Urology indicated that 92.5 percent of all kidney cancer surgeries in the United States from 1998 to 2002 were radical nephrectomies. Statistics from the Department of Health in England for the same period reflected a similar trend. In 2002, 96 percent (2,671) of kidney cancer surgeries performed in England were nephrectomies and 4 percent (108) were partial nephrectomies.


"Evidence has accumulated from our Center and elsewhere that partial nephrectomy provides effective local tumor control and equivalent survival rates to that of radical nephrectomy for small tumors," said Dr. Paul Russo, the study's senior author. "However, while approximately 70 percent of kidney tumor operations at MSKCC are partial nephrectomies, national databases from the United States and abroad suggest that greater than 80 percent of patients may be unnecessarily undergoing the more radical surgery to remove the entire kidney, even for small renal tumors. One explanation may be that partial nephrectomy is a more complex surgical procedure."


A number of risk factors for chronic kidney disease, such as diabetes, hypertension, and smoking, are commonly found in patients with kidney tumors, and may account for why the majority of these patients are at risk for developing chronic kidney disease following a radical nephrectomy. Chronic kidney disease can result in the loss of kidney function, sometimes leading to kidney failure. Complications associated with chronic kidney disease include anemia, hypertension, malnutrition, and neuropathy, as well as a reduced quality of life, and even heart disease and death.


"Our study clearly demonstrates, for the first time, the serious effects on kidney function and the high risk of chronic kidney disease when an entire kidney is removed for a small cancer. Chronic kidney disease leads to an increased risk of cardiovascular events, hospitalizations, and even death," said Dr. Peter T. Scardino, Chairman of the Department of Surgery and co-author of the study. "By removing only the cancerous part, we are much more likely to preserve a patient's normal kidney function and avoid the long-term consequences of chronic kidney disease."
Hormone-replacement therapy hurts hearing, study finds


The largest study ever to analyze the hearing of women on hormone-replacement therapy has found that women who take the most common form of HRT have a hearing loss of 10 to 30 percent more compared to similar women who have not had the therapy. The results are being published on-line this week by the Proceedings of the National Academy of Sciences.


It's as if the usual age-related hearing loss in women whose HRT included progestin, a synthetic form of the hormone progesterone, was accelerated compared to women taking estrogen alone or women not taking HRT. On average, women who received progestin had the hearing of women five to 10 years older.


The results of the study involving 124 women confirm results from a smaller study that the same group reported in 2004 at the annual meeting of the Association for Research in Otolaryngology. The new results also identify progestin as the component of HRT doing possible damage.


"Whether a woman goes on HRT is certainly her decision, and she should discuss the options with her doctor," says senior author Robert D. Frisina, Ph.D. "In light of these findings, we feel that hearing loss should be added to the list of negative things to keep in mind when talking about HRT. Women especially who already have a hearing problem should weigh this decision carefully. Women on HRT should consider having a thorough hearing check-up done every six months."


Frisina is part of one of the world's leading groups in hearing research, the International Center for Hearing and Speech Research (ICHSR), which includes scientists from the University of Rochester Medical Center and the National Technical Institute for the Deaf at Rochester Institute of Technology. The center, funded by the National Institutes of Health, is a collaboration of two leading groups of scientists just down the road from each other: scientists at RIT/NTID who have extensive experience with research with people, and their counterparts at a top neuroscience program, including the Department of Otolaryngology, at the university.


In the study published in PNAS, a team of scientists, nurses and audiologists compared the hearing of healthy women ages 60 to 86 who were divided into three groups. Thirty women had taken a form of HRT that included only estrogen; 32 women had taken both estrogen and progestin; and 62 women had never been on HRT. Each group contained women whose health histories and other characteristics closely matched those of the women in the other groups.


Each of the women was tested with a battery of hearing tests. A standard "pure tone" test – a common hearing test where a person raises her hand or presses a button when she hears a tone – was used to measure which frequencies each woman could hear. In addition, the team did two sophisticated tests in which a sound was sent into each woman's ear, and then the echo coming back out was measured. These tests tell scientists how healthy a person's inner ear is, particularly the hair cells that convert noise to electrical signals that the brain interprets as sound. Finally, each woman underwent a "hearing in noise" test that measures how well the brain sorts out the multitude of signals traveling from the ear to the brain. Most of the painstaking tests are available only at a few major medical centers and other institutions that focus on hearing research.


By all measures, women whose HRT included progestin – the most common type of HRT –had worse hearing than the other groups. The tests showed that women who had received progestin had problems both in the inner ear and in the portions of the brain used for hearing.


The results also show no benefit to hearing for women who take a form of HRT that includes estrogen alone, a surprise to researchers who thought that estrogen might help hearing.


"It's long been thought that estrogen is good for nerve cells, so we wanted to see if women on estrogen as part of HRT had better hearing than women not on HRT," said Frisina, a neuroscientist at the University of Rochester Medical Center and Distinguished Researcher in Biological Sciences at Rochester Institute of Technology. "We were very surprised to find not only that women on estrogen did not hear better than other women, but that the women who were also on progestin actually heard worse."


The team asked the question about hormones as part of a wider research project into age-related hearing loss, or presbycusis, which is one of the chief complaints of older people. In past research the team has found that the problem stems not only from degradation of the inner ear but also from an aging brain that loses its ability to process and filter information as the years go by. As in most people with age-related hearing loss, the team, whose work is supported by the National Institute on Aging and the National Institute on Deafness and Other Communication Disorders, found that women on progestin had problems with both systems.


The group is continuing its studies, trying to figure out the exact effects of progestin on the ears and brain. Those effects are likely felt to some degree by all women, since progesterone is a natural hormone that enables a woman to carry a pregnancy. Other scientists have found that a woman's hearing can worsen slightly when her progesterone levels are high, during the latter portion of the monthly cycle.


The team also plans to study women who have gone off HRT, to see if the hearing loss might be reversible. And they say that women on the birth control pill, which includes progesterone, should also be studied.
Proteins necessary for brain development found to be critical for long-term memory

Importance of growth factors in memory formation could aid development of strategies against cognitive decline


A type of protein crucial for the growth of brain cells during development appears to be equally important for the formation of long-term memories, according to researchers at UC Irvine. The findings could lead to a better understanding of, and treatments for, cognitive decline associated with normal aging and diseases such as Alzheimer’s.


The findings appear in the early online edition of the Proceedings of the National Academy of Sciences.


“This study presents strong evidence that a molecular process fundamental during development is retained in the adult and recycled in the service of memory formation,” said Thomas J. Carew, Donald Bren Professor and chair of UCI’s Department of Neurobiology and Behavior. “It is a striking example of how molecular rules employed in building a brain are often reused for different purposes throughout a lifetime.”


The researchers have shown that proteins known as growth factors are as essential for the induction of long-term memory as they are for the development of the central nervous system. These growth factors, such as brain derived neurotrophic factor (BDNF), bind onto the brain cell through a specific type of receptor known as TrkB, much the same way a key fits into a lock. As an experimental strategy to determine the importance of BDNF-like growth factors in forming memories, the researchers used a “molecular trick” to keep the proteins from binding with the appropriate TrkB receptors.


For the experiment, the scientists used wild-caught Aplysia, a marine snail frequently studied in learning and memory because of its large brain cells. The Aplysia received a series of five tail shocks, spaced 15 minutes apart. The shocks cause the animals to exhibit heightened withdrawal reflexes days and weeks after the shocks are over.


When the animals are shocked, a brain chemical known as serotonin is released that promotes the formation of a long-term memory associated with the shocks. However, when Carew and his colleagues blocked the interaction between the BDNF-like growth factors and the TrkB receptors, they found that serotonin alone was not enough to retain the long-term memory of the shock. While short-term memory was retained, 24 hours later the snails – which normally would remember the events of the previous day – exhibited no memory of the shocks. Carew and colleagues went on to show that, when the actions of the growth factors were prevented, long-term enhancement of the connections between the brain cells in the reflex circuit normally induced by the shock treatment was also blocked.


“We would never have expected that the secretion of these growth factors in response to serotonin would be critical for long-term memory formation in this system,” Carew said. “But it is apparent that without them, this process cannot happen.”


According to Carew, these findings could open possible avenues for treatments relating to memory loss. “This gives us some strong clues as to what we should be looking into for therapeutic interventions,” he said. “If we know that growth factors are important for long-term memory, then we can look at possible remedial roles they might play in diseases such as Alzheimer’s and dementia.”

Carew is a pioneer in the field known as the cellular biology of learning, which combines the disciplines of psychology and neurobiology. He held an endowed chair at Yale before coming to UCI in 2000. In 2001 he was elected a fellow of the American Association for the Advancement of Science and was named a fellow of the American Academy of Arts and Sciences in 2004.

Shiv Sharma of the National Brain Research Center in India; and Carolyn Sherff, Shara Stough and Vickie Hsuan of UCI collaborated with Carew on the study, which was funded by the National Institute of Mental Health.
Switchable Lotus Effect

Material with light-switchable super-water-repellent properties

Lotus blossoms are beautiful, and always immaculately clean. Water drops bead up and roll off of their water-repellent surface, washing away every speck of dust. This type of self-cleaning surface would be very useful to us as well: no more carwash, no soiled facades on houses-the potential uses are endless. To date, however, technology has not been able to duplicate nature’s success. Researchers led by Kingo Uchida and Shinichiro Nakamura have now synthesized a compound in the diarylethene family whose surface becomes super-water-repellent on command.


The secret behind the lotus effect is the special microstructure, consisting of tiny nubs, on the surface of the lotus plant’s leaves. These micronodules provide no surface on which water drops can collect, so the leaf does not get coated with water. The drops contract into beads and roll off the surface, sweeping away any particles of dirt they encounter on the way. On normal smooth surfaces, water drops coat the surface and assume a hemispherical shape. Instead of rolling, they then glide over the surface, which does not allow them to remove dirt particles.


The Japanese researchers have now synthesized a special substance, a member of the group of compounds known as diarylethenes, and produced a microcrystalline film of this substance on a support. Electron microscopy images show that the surface of this film is initially smooth. When the diarylethene film is irradiated with UV light, the previously colorless surface turns blue-and is no longer smooth. Instead it is covered with a fine down of tiny fibers that have a diameter of about 1 µm. This down has a similar effect to the micronodules on the lotus blossom, resulting in a super-water-repellent surface. If the surface is irradiated again, this time with visible light, the fibers and color vanish, leaving a colorless, smooth, and wettable surface.

This effect originates from changes in the molecular structure. The diarylethene molecule is made of three five-membered rings hooked together. UV light sets off a rearrangement within the molecule (isomerization). This results in a ring closure, which leads to formation of a fourth ring. The isomer with the closed fourth ring crystallizes in the form of needles, which grow out of the crystals of the isomer with the open ring as soon as a certain concentration is reached. Light in the visible range of the spectrum sets off the reverse reaction: the ring re-opens, and the needles disappear.
UCLA study uncovers new risk factor for schizophrenia

Gene particularly linked to females, finds Semel Institute research


UCLA scientists have discovered that infants who possess a specific immune gene that too closely resembles their mothers' are more likely to develop schizophrenia later in life. Reported in the October issue of the American Journal of Human Genetics, the study suggests that the genetic match may increase fetal susceptibility to schizophrenia, particularly in females.


HLA-B is one of a family of genes called the human leukocyte antigen (HLA) complex, which helps the immune system distinguish the body's own proteins from those made by foreign invaders, such as viruses and bacteria. The developing fetus inherits one copy of the HLA-B gene from each parent.


"Our findings clearly suggest that schizophrenia risk rises, especially in daughters, when the child's HLA-B gene too closely matches its mother's," explained Christina Palmer, Ph.D, UCLA associate professor of psychiatry and human genetics and a researcher at the Semel Institute for Neuroscience and Human Behavior. "We don't know whether sons who match are not affected - or are more affected and less likely to come to term."


In 2002, Palmer and her colleagues discovered that infants are twice as likely to develop schizophrenia later in life when they possess a cell protein called Rhesus (Rh) factor that their mothers lack. Later studies found that male babies were more vulnerable to the consequences of Rh incompatibility than female infants.


The UCLA team hypothesized that females must possess a different fetal risk factor that predisposes them to schizophrenia. They decided to focus on HLA-B, which previous studies had linked to prenatal complications, like preeclampsia and low birth weight, that in turn have been associated with schizophrenia.


The researchers studied a group of 274 Finnish families in which at least one child had been diagnosed with schizophrenia or a related psychosis. In this group, 484 offspring had been diagnosed with the disease.


The scientists drew blood samples from everyone and performed DNA analysis, identifying cases in which children's HLA-B genes closely matched their mothers'.


Analysis of the entire sample revealed that daughters whose HLA-B genes matched their mothers' were 1.7 times more likely to develop schizophrenia than children who don't match their mothers'. If this risk could be removed, the researchers calculated that up to 12 percent of the cases of schizophrenia in daughters could be prevented.


"Our findings point out a paradox in pregnancy," said Palmer. "Why doesn't the mother's immune system reject her fetus when it inherits a copy of the HLA gene from the father that substantially differs from hers?


"It seems pretty clear that it's a good thing for the HLA genes of a mother and her fetus to not match," she added. "We suspect that HLA-matching increases a woman's susceptibility to pregnancy complications, which in turn predispose her child to schizophrenia. This is one more piece in the puzzle of identifying genetic markers for the disease."


The UCLA findings will enhance scientists' ability to detect genes that promote adverse prenatal conditions and deepen understanding of how these genes and the prenatal environment act separately and together to increase vulnerability to schizophrenia.


"In the future, we also may be able to produce tailored risk assessments for individuals with personal or family histories of schizophrenia," said Palmer.
Clue found to Epstein-Barr virus' ability to form and sustain tumors


MADISON - Researchers at the University of Wisconsin School of Medicine and Public Health (SMPH) have found a viral target that opens the door for the development of drugs to destroy tumors caused by Epstein-Barr virus (EBV).


The finding, published in the Sept. 4 Proceedings of the National Academy of Sciences Online, identifies the activity of a critical segment of a viral protein required to sustain EBV-related tumors. The researchers found that when they blocked this activity, the virus life cycle was broken.


Often linked to infectious mononucleosis, EBV also causes cancers that kill 100,000 people around the world each year. The virus, which infects the immune system's B cells and causes them to grow, is directly responsible for Burkitt's lymphoma, an often-fatal malignancy affecting thousands of African children annually. It is also causally associated with at least four other kinds of human cancers, including Hodgkin's lymphomas, lymphomas in AIDS patients and organ transplant recipients as well as nasopharyngeal carcinomas.


The SMPH researchers, based at the McArdle Laboratory for Cancer Research, focused on a viral protein they had previously found to be necessary to keeping Burkitt's lymphoma cells alive and growing in culture. The protein, called Epstein-Barr nuclear antigen 1 (EBNA-1), is the only protein the virus makes in all EBV-positive tumors.


"We've been trying to identify specific functions of EBNA-1 that we could target therapeutically," says Bill Sugden, professor of oncology who has studied EBV for more than 30 years. "Our goal is to develop a successful anti-viral, anti-tumor therapy for all EBV-positive tumors."


In the current study, Sugden and his colleague of 20 years, Wolfgang Hammerschmidt, now based at the German National Research Center for Environment and Health, designed genetic experiments to mutate various segments of the 640 amino acids that make up the EBNA-1 protein, which is one of about 100 proteins EBV encodes. They then infected human B cells with EBVs carrying various mutant EBNA-1s.


The analysis showed that one 25-amino acid segment within EBNA-1 was responsible for the regulation of viral gene transcription, the first step in the process by which a gene's coded information is converted first into RNA and then into protein.


Mutating the unique segment of amino acids prevented EBNA-1 from transforming resting B cells into proliferating cells.


Under normal conditions, a cellular protein binds this 25-amino acid segment of EBNA-1, allowing transcription of viral and cellular genes regulated by EBNA-1 to occur. Hammerschmidt and Sugden are now trying to identify the cellular protein.


"If we can identify this protein, it will be easier for us to develop assays to screen for small molecules that will compete with the protein in binding to EBNA-1," Sugden says. "By preventing the cellular protein from binding with the segment, EBNA-1 will not be able to carry out its function and the tumor cells it sustains will die."


The goal, which Sugden expects is achievable, is to end up with a drug that kills only EBV-positive tumor cells and doesn't harm other tissues in the body.
Really friendly bacteria
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A combination of probiotics and autism generated an exciting, if somewhat unplanned start, to the British Association Festival of Science on Monday.


Glenn Gibson, here in Norwich to talk about our use of probiotics, let slip that he had found evidence that a probiotic, Lactobacillus plantarum, might be able to treat the gut problems often associated with autism. The result was a barrage of questions from journalists which revealed that, while hinting at a promising approach, the trial in question had essentially failed.


In 2004, Gibson had discovered that the gut flora of autistic children in the US and UK had abnormally high levels of clostridia, a bacteria which produces harmful toxins. The use of probiotics to replace the "bad bacteria with good bacteria" might sound familiar to anyone who watches commercial TV. And that's what Gibson went on to test.


His trial began as a blind, placebo-controlled investigation of 40 autistic children, aged 4 to 8. Twenty children received the probiotic and 20 received a placebo. Neither group knew which treatment they were receiving. Gibson said the group treated with the real probiotic showed decreased levels of clostridia bacteria in their stools. And a diary kept by their parents, also described a positive effect on their child’s mood and general behaviour.


The problems for the study began when it reached the cross over point. That's when those who had received the probiotic got the placebo and vice versa. However, the positive effects of the real probiotic were so noticeable, says Gibson, that many parents realised that their child was taking the real treatment and refused to cross over.


So with the trial unblinded and very few completing it properly, Gibson was left with insufficient numbers to scientifically demonstrate an effect. It may be that the trial was a victim of its own success, but science doesn't work like that. The only option is to begin a new trial with a protocol designed to avoid the problems seen in the first.


And proper proof is needed – Gibson himself warns "there are only a few specific areas where probiotics have proven benefit so far". The danger is that false hope would be given to parents of autistic children, who would be forgiven for rushing to their nearest health food store to buy anything with Lactobacillus plantarum in the ingredients – just in case.


I hope for the sake of the autistic children who suffer these gut complications that future trials are successful, but so far, the jury is out.
The artist who painted music reveals secrets of the senses


Great artists tap into the way the brain muddles up the senses, according to a study that offers a scientific explanation of our love of ballet, opera and other blends of sounds and sights.


Vision and hearing are inextricably linked in everyone's brain, but this is only really apparent to the one or two per cent of us who are synaesthetes - those with a rare condition in which the senses consciously mingle.


Scientists at University College London, attempting to recreate what synaesthetes experience, have now concluded that beauty is not in the eye of the beholder: we all rate certain combinations of vision and music as more beautiful than others.


Dr Jamie Ward told the British Association yesterday that this fact has implications for how we understand art forms that combine visual images with sound, such as ballet and opera.


Because most of us prefer images and sounds combined, rather than either in isolation, this finding may also explain why we like attending concerts, whether to see an accompanying light show or to watch the massed movement of violin bows, said Dr Ward.


"Watching ballet, going to a nightclub with a VJ [video jockey] or flashing lights, and Victorian son et lumières are all examples of 'visual music' in which our senses of vision and hearing are stimulated at the same time."


To study if synaesthetes can detect the more appealing combinations of sight and sound, Dr Ward asked six synaesthetes to draw and describe their visual experiences of music played by the New London Orchestra. A control group of six people without the condition were asked to do the same.


These drawings, set to the music that inspired them, were then shown to a test audience. Respondents consistently chose the images drawn by synaesthetes over control images.


This shows that while people without synaesthesia are not able to hear a painting or see a piece of music in a literal sense, they are able to sense the crossover and tend to choose the "correct" image.


Wassily Kandinsky - thought to have been a synaesthete -was one artist who hoped to exploit our mixed-up senses with paintings such as Composition VIII, which was supposed to be "visual music".


Dr Ward said: "Kandinsky wanted to make visual art more like music - more abstract. He also hoped that his paintings would be 'heard' by his audiences.


"This seems more achievable now that we have found such a strong link between vision and hearing. Although information from the world enters our heads via different sensory organs, once they are in the brain they are intimately connected with each other."


Describing Composition VIII, 1923, Dr Ward said: "The jumbled mass of lines gave various tones, which changed as my eyes travelled round the picture.


"When looking at the multicoloured circle at upper left, I get a pure tone which can be too much, so to relieve my mind of this I travel back to the cacophony of jumbled lines and shapes. This painting therefore is a good balance of contrasting noise, which was a delight to see.


The more I looked at it, the more I came to appreciate the image and to like the 'music'.


One synaesthete described it thus: "There is a huge splurge of sound left-hand top - booming and vulgar.


"Below it is a mousy little 'meee' sound which then translates into 'oh' and 'ah' and pops at the various circles. The lines are moving to the right with the sound of steel - like blades scraping against one another.


"The triangle and boomerang shape pop up laughing with a 'whooo'."


The next stage of Dr Ward's research will use brain scans to look at what happens in the brain of synaesthetes when Kandinsky triggers sound or when sound triggers a Kandinsky-like vision.
We're born with a belief in the supernatural, says scientist

Reports by Roger Highfield and Nic Fleming

Religions will continue to thrive despite the rise of science and rationality because we are all born with a tendency to believe in the supernatural, according to research published yesterday.


"Magical thinking" is hard-wired into our brains, according to Prof Bruce Hood, of the University of Bristol, speaking at the British Association's annual festival in Norwich. Prof Hood challenged the assumption of Prof Richard Dawkins and other "ultra rationalists" that belief in the supernatural was spread by religions in gullible minds.


"Rather, religions may simply capitalise on a natural bias to assume the existence of supernatural forces," he said.


"It is pointless to get people to abandon their belief systems because they operate at such a fundamental level that no amount of rational evidence or counter evidence is going to be taken on board to get people to abandon these ideas."


Prof Hood said religion would persist because people were not going to evolve a more rational mind.


He has carried out studies to show how the brains of even young babies organise sensory information, supply what is missing and use the information to generate theories about the world.


In adulthood, the visual centres of the brain still fill in details that are not there, as shown in common visual illusions such as the blind spot, for example. Equally, the "intuitive reasoning" of childhood persists too. "Intuitive reasoning observed in children explains many aspects of adult magical beliefs," he said.


The mind is programmed to see coincidences as significant and to think that inanimate objects have minds.


"We see faces wherever we look, whether in the clouds or on Mars," he said. "We think that cars are vindictive and computers nasty when they don't behave properly." Prof Hood has studied attachment objects - blankets, soft toys and so on - which children are unwilling to part with even if they are promised a copy.


"They are frightened the integrity of the object will be violated," he said.


When he offered adults the chance to duplicate a wedding ring, down to the last atom, most of them would, like the children, prefer the original.


"We think there is something unique which defines artefacts which we associate with somebody we love."


Prof Hood has investigated the flip side of this attachment to inanimate objects by asking audiences whether they would wear a cardigan that supposedly belonged to Fred West, the mass murderer.


"The audience will in general wear a cardigan for £20 but not when I tell them it belonged to a murderer." Many feel that the cardigan was contaminated with evil. "That is irrational," he said.


Another example of an intuitive theory underpinning adult supernatural beliefs can be found in the common assumption that we can detect someone staring at us even though we cannot see them. In 1898 the psychologist Edward Titchener said 90 per cent of his students believed they could detect the unseen gaze of others.


"The belief is still so common that most people are unaware it is controversial."


We may all recognise the fantastical nature of ghosts, fairies, and wizards in the world of Harry Potter, but other, equally magical beliefs are so common that most adults assume that supernatural phenomena - those that cannot be explained by natural laws - are real.
Why politicians cannot tell fibs

By Elli Leadbeater Norwich


A politician can never fib flawlessly because their body language will always give them away, psychologists say.


No amount of coaching or media training can co-ordinate the hand gestures and facial expressions to fully cover up what a person knows not to be true.


The bite of the lip, a movement of the eyebrow or simply where they walk on the ceremonial carpet can betray what a politician really thinks and feels.


Researchers explained how to read the signs at a science meeting in Norwich.


"Nobody can escape the eye of the psychologist," Dr Peter Collett, formerly of Oxford University, told the British Association's Science Festival.


Psychologists compare the silent language of politics to poker "tells" - tiny unintentional behaviours that card players use to work out the strength of their opponent's hand.


These can be particular gestures, movements of the mouth or merely how an individual holds their body.


For example, each politician has their own signature tells which a trained eye can use to detect moments of stress during a speech or press conference, claims Dr Collett.

The smile


Tony Blair unconsciously fiddles with his little finger whenever an opponent makes him anxious.


He also touches his stomach when he feels under threat - a gesture that harks back to childhood, the psychology panel at the BA asserted.


George Bush, on the other hand, bites the inside of his cheek at anxious moments.


The famously uncomfortable relationship between Mr Blair and his Chancellor Gordon Brown was also full of "body language fibs", the scientists said.


"At one level, Brown is desperate to show his support for Blair; but if you freeze the smiling you can see the emotions underneath," explained Professor Geoffrey Beattie of the University of Manchester. "It's a kind of grimaced smile."


"When you look at a genuine smile, it rises upwards and all the bits come together. Brown has a flashbulb smile," added Dr Collett.

The 'bodybuilder'


Dr Collett also claims that dominant relationships are given away by who looks at whom.


By gazing away into the distance when another person is speaking, a politician can indicate that they do not think the speaker is important enough to deserve attention.


Politicians also used intentional movements to try to manipulate the audience's perception of their story, the panel stated.


In some cases, the politician may be aware of the effect of the movement itself.


For example, Bill Clinton tended to bite his lip when he wanted to appear emotional, Dr Collett said.


Clinton bit his lip 15 times in two minutes during his apology to the American nation over his affair with Monica Lewinsky.


Others instances may be less contrived, but occur when the person wants to appear powerful or friendly.


George Bush walks like a body builder, hanging his palms to the rear as though laden down by huge muscle, to imply that he's larger than he actually is, says Dr Collett.


Mr Blair raises his eyebrows when he wants to appear non-threatening, a submissive gesture.


But try as they might, politicians can never have complete control over these signals.


And if a politician told an outright lie, their body language would almost certainly give the game away, the psychologists claimed.
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"You can teach people to smile of course, but a genuine smile? It's a different bit of the brain to these masking smiles and you can't fake it," said Professor Beattie.


"It's just too difficult."
Britain's human history revealed

By Jonathan Amos Science reporter, BBC News, Norwich
The story has been filled out but human remains are scarce

Eight times humans came to try to live in Britain and on at least seven occasions they failed - beaten back by freezing conditions.
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Scientists think they can now write a reasonably comprehensive history of the occupation of these isles.


It stretches from 700,000 years ago and the first known settlers at Pakefield in Suffolk, through to the most recent incomers just 12,000 years or so ago.


The evidence comes from the Ancient Human Occupation of Britain Project.


This five-year undertaking by some of the UK's leading palaeo-experts has reassessed a mass of scientific data and filled in big knowledge gaps with new discoveries.


The project's director, Professor Chris Stringer from London's Natural History Museum, came to the British Association Science Festival to outline some of the key findings.


What has been uncovered has been a tale of struggle: "In human terms, Britain was the edge of the Universe," he said.


The project has established that a see-sawing climate and the presence of intermittent land access between Britain and what is now continental Europe allowed only stuttering waves of immigration.


And it has extended the timing of what was regarded to be the earliest influx by 200,000 years.


More than 30 flint tools unearthed in a fossil-rich seam at Pakefield, Lowestoft, on the east coast, represent the oldest, unequivocal evidence of humans in northern Europe.


But the story from then on is largely one of failed colonisation, as retreating and advancing ice sheets at first exposed the land and then covered it up.


"Britain has suffered some of the most extreme climate changes of any area in the world during the Pleistocene," said Professor Stringer.


"So places in say South Wales would have gone from something that looked like North Africa with hippos, elephants, rhinos and hyenas, to the other extreme: to an extraordinary cold environment like northern Scandinavia."


THE HISORY OF HUMANS IN BRITAIN

The evidence suggests there were eight major incursions

All but the last - about 12,000 years ago - were unsuccessful

A number of major palaeo-sites mark the periods of influx

Extreme cold made Britain uninhabitable for thousands of years

Scientists now think there were seven gaps in the occupation story - times when there was probably no human settlement of any kind on these shores. Britain and the British people of today are essentially new arrivals - products only of the last influx 12,000 years.


"Australian aboriginals have been in Australia longer, continuously than the British people have been in Britain. There were probably people in the Americas before 12,000 years ago," Professor Stringer explained.
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Dr Danielle Schreve from Royal Holloway, University of London, has been filling out part of the story at a quarry at Lynford, near Norwich.


She and colleagues have found thousands of items that betray a site occupied some 60,000 years ago by Neanderthals.


The discoveries include the remains of mammoths, rhino and other large animals; and they hint at the sophistication these people would have had to employ to bring down such prey.

The oldest evidence of occupation comes from Pakefield, Suffolk

It seemed likely, she said, that the Neanderthals were picking off the weakest of the beasts and herding them into a swampy area to kill them.


"In the past, Neanderthals have been described as the most marginal of scavengers, and yet we have increasing evidence that they were supreme hunters and top carnivores," Dr Schreve told the festival.


One major piece of this great scientific jigsaw remains outstanding: extensive remains of the ancient people themselves.


What we know about the early occupations comes mostly from the stone tools and other artefacts these Britons left behind; their bones have been elusive.


Professor Stringer is confident, though, that major discoveries are still ahead.


Some of the earliest human settlements would have been in what is now the North Sea. Indeed, trawlermen regularly pull up mammoth fossils from the seabed, for example.


"There are very many promising sites in East Anglia where there is tremendous coastal erosion going on. That's bad news for the people who live there now; and we don't want it too happen to quickly either because we need time to get to grips with what's coming out of the cliffs." 



Enhancing The Healthful Properties Of Silkworms


The search for a food that can be enriched with healthful conjugated linoleic acid (CLA) has taken an unlikely twist - straight toward the silkworm. An international group of scientists is reporting success in producing high-CLA silkworms.


Although silkworm soufflé may not sound like the most appetizing dish, people in Asian countries treasure powdered silkworm as a nutritional supplement and traditional treatment for diabetes.


CLA is an umbrella term for isomers - chemical forms - of linoleic acid, an essential fatty acid. Studies suggest that CLA may have a range of health benefits. They include stimulation of the immune system, protection against cancer and heart disease, reducing body fat and controlling diabetes. Those studies sparked efforts to produce high-CLA poultry, eggs and pigs by feeding CLA to animals. However, it has been difficult to get those animals to incorporate large amounts of CLAs.


Yeong L. Ha and colleagues now report that silkworms fed CLA-coated mulberry leaves at a certain stage in their growth cycle accumulate large amounts of CLA. They began the research, scheduled for the July 12 issue of ACS' Journal of Agricultural and Food Chemistry, after other scientists found that houseflies accumulate CLA.


"It is of great significance to produce silkworms containing CLA incorporated into the lipids of their bodies," Ha reported, adding that CLA may enhance the healthful properties of silkworm powder.

Reference: "Production of Silkworms with Conjugated Linoleic Acid (CLA) Incorporated Into their Lipids by Dietary CLA." Journal of Agricultural and Food Chemistry
FDA Approves First Totally Implanted Permanent Artificial Heart For Humanitarian Uses


The U.S. Food and Drug Administration today approved the first totally implanted artificial heart for patients with advanced heart failure involving both pumping chambers of the heart under the Humanitarian Use Device (HUD) provisions of the Food, Drug and Cosmetic Act. The AbioCor Implantable Replacement Heart, made by Abiomed, Inc. (Danvers, Mass.), is intended for people who are not eligible for a heart transplant and who are unlikely to live more than a month without intervention. In clinical studies, this product was shown to prolong the life and improve the quality of life for critically ill patients.

[image: image7.jpg]


ABIOMED's AbioCor(R), the world's first completely self-contained, implantable artificial heart. (Photo: Business Wire)

"This device represents a significant advance in artificial heart technology and holds promise for critically ill heart patients who are not candidates for heart transplants due to age or other medical conditions," said Daniel Schultz, M.D., Director, Center for Devices and Radiological Health, FDA. "We hope today's approval will encourage the continued development of potentially life-saving technologies for critically ill patients."


The AbioCor system consists of: a two-pound mechanical heart that takes over the pumping function of the diseased heart, which is removed during the implantation procedure; a power transfer coil that powers the system across the skin and recharges the internal battery from the outside; and a controller and an internal battery, which are implanted in the patient's abdomen. The controller monitors and controls the functioning of the device, including the pumping rate of the heart. The internal battery allows the recipient to be free from all external connections for up to one hour. The system also includes two external batteries that allow free movement for up to two hours. During sleep and while batteries are being recharged, the system can be plugged into an electrical outlet.


In order to receive the artificial heart, in addition to meeting other criteria, patients must undergo a screening process to determine if their chest volume is large enough to hold the device.


"The National Heart, Lung, and Blood Institute (NHLBI) is proud to have supported the research which led to this development," said Elizabeth G. Nabel, M.D., Director, NHLBI, National Institutes of Health. "It represents a major technological advance and will benefit people in critical need."


Devices approved under the HUD provisions are those intended to treat conditions or diseases that affect fewer than 4,000 people a year in the United States. Similar to the Orphan Drug Act, the HUD provisions was designed to encourage development of innovative medical devices to treat rare conditions. It allows medical devices to be approved for market if they demonstrate safety and probable benefit.


FDA based approval on the company's laboratory and animal testing and on a small clinical study of 14 patients conducted by Abiomed. The study showed that the device is safe and has likely benefit for people with severe heart failure whose death is imminent and for whom no alternative treatments are available. In some cases the device extended survival by several months, allowing the patients to spend valuable time with family and friends. In two cases, the device extended survival by 10 and 17 months respectively, and one patient was discharged from the hospital to go home.


"FDA recognizes that not all patients who are eligible will choose this option, but for many patients faced with death, the chance to have additional time with family and friends-however limited-is a chance they are willing to take," said Schultz. "We believe it is important to make the latest technology available as soon as possible and give patients and families complete information about the risks and benefits so they can make an informed choice."


FDA is requiring the company to provide a comprehensive patient information package to patients and families that clearly describes the risks as well as the probable benefits of the device and explains what patients should expect before, during and after surgery. The patient and physician materials are available on the company's website at www.abiomed.com.


To further refine and improve the use of this artificial heart technology, Abiomed will continue to do additional laboratory studies and will also conduct a post-marketing study of 25 additional patients. The post-market study was recommended by the Circulatory Systems Devices Panel, a part of the agency's Medical Devices Advisory Committee.
Untangling a pathology of Alzheimer's


Researchers have uncovered what appears to be a natural protective mechanism against a central cause of neuronal death in Alzheimer's and similar neurodegenerative diseases. They theorize that it may be possible to use drugs to enhance that mechanism, to alleviate Alzheimer's pathology.


George Jackson, Daniel Geschwind, and their colleagues described their findings in the September 7, 2006, issue of the journal Neuron, published by Cell Press. Basically, in studies with mice, flies, and brain tissue from human patients, they discovered that the enzyme puromycin-sensitive aminopeptidase (PSA) snips apart the abnormal tangles of protein called tau that are associated with cognitive decline and neurodegeneration in Alzheimer's and similar "tauopathy" diseases.


Significantly, they found higher levels of PSA gene expression in the cerebellum than in the cortex of patients with such diseases. The former region is known to be more resistant to neurodegeneration in such diseases than the latter. Tau causes neurodegeneration when a mutant form of the protein forms "neurofibrillary tangles" in brain cells, ultimately killing them.


In their experiments, Jackson, Geschwind, and their colleagues first used DNA microarrays-so-called "gene chips"-to find genes that were more activated in certain brain regions than others, in mice engineered to have a mutant form of human tau that causes neurodegeneration. Such microarrays enable researchers to determine the activity of thousands of genes at once. The gene for PSA was among those they identified as more active in the resistant cerebellum.


In studies with the fruit fly Drosophila, they found that higher activity of the PSA gene-and loss of its function-enhanced neurodegeneration. And in test tube studies, they found that PSA does directly act on tau to snip it apart for degradation by the cell.


They next compared levels of PSA gene expression in samples of brain tissue from the cortex and cerebellum of both normal humans and those with fibrillary tangle disorders. In both types of samples, they found a 5-fold elevation of PSA in the cerebellum as compared to the cortex.


The researchers concluded that their work not only reveals a significant protective factor in fibrillary tangle disorders, but points the way for further searches of other such factors. They wrote that "This work provides a clear proof of principle for validation of genetic screens using model systems and allows us to more firmly establish a functional role for one of the identified genes, Psa. Although Psa was known to be highly brain enriched, to our knowledge, its role vis-a-vis tau degradation or modification of tau-induced neurodegeneration has not been characterized previously.


"Data derived from in vivo studies with animal models and a cell-free system suggest that PSA may play a pivotal role in protection from tau-induced neurodegeneration, most likely by direct cleavage of tau," they wrote.


The researchers cited studies from other laboratories showing that turning off the mutant, pathological form of tau in mice after the mice showed neuronal pathology can reverse neurodegeneration. "Thus, it is tempting to speculate that factors that act to modulate tau levels or splicing, such as PSA, are candidates for playing a causal or contributory role in disease and may represent potential targets for development of therapeutics," concluded Jackson, Geschwind, and their colleagues.
Cracking the real Da Vinci Code - what happens in the artist's brain?


The brain of the artist is one of the most exciting workplaces, and now an art historian at the University of East Anglia has joined forces with a leading neuroscientist to unravel its complexities.


Creating a brand new academic discipline – neuroarthistory – Prof John Onians uses the results from new scanning techniques to answer questions such as:

* What happens in the brain of the modern artist as he or she works?


* What happened in the brain of an artistic genius like Leonardo Da Vinci?


* How do the brains of amateur and professional artists differ?


* Why do artists in certain times or places have certain visual tastes? 


The new research will be presented at the BA Festival of Science in Norwich on Wednesday September 6.


Prof Onians, of UEA's School of World Art Studies, said: "Until now we had no way of knowing what went on inside the artist's brain – although Leonardo tried, using anatomy and observation. But now we are finally unlocking the door to this secret world.


"We can also use neuroarthistory much more widely, both to better understand the nature of familiar artistic phenomena such as style, and to crack so far intractable problems such as 'what is the origin of art?'"


There are many areas in which neuroarthistory puts the study of art on a more informed foundation. None is more striking than the first appearance of art in the Cave of Chauvet 32,000 years ago. No approach other than neuroarthistory can explain why this, the first art, is also the most naturalistic, capturing the mental and physical resources of bears and lions as if on a wildlife film.


Neuroarthistory can also explain why Florentine painters made more use of line and Venetian painters more of colour. The reason is that 'neural plasticity' ensured that passive exposure to different natural and manmade environments caused the formation of different visual preferences.


Similarly, the new discipline reveals that European artists such as Leonardo stood before vertical canvases while Chinese artists sat before flat sheets of silk or paper because 'mirror neurons' collectively affect artists' deportments.


"The most interesting aspect of neuroarthistory is the way it enables us to get inside the minds of people who either could not or did not write about their work," said Prof Onions. "We can understand much about the visual and motor preferences of people separated from us by thousands of miles or thousands of years."


Working alongside Prof Semir Zeki FRS of University College London, one of the leading neuroscientists in the field of the visual brain and the founder of neuroesthetics, Prof Onians will now apply his findings to a series of case studies, from prehistory to the present, in a book entitled Neuroarthistory. If the approach is successful this will be the foundation stone of a new discipline.

Cracking the real Da Vinci Code: what happens in the artist's brain? will be held in Norwich City Hall council chamber on Wednesday September 6 from 6-8pm.
BC catalyst discovery promises faster, cheaper drug production

CHESTNUT HILL– Boston College chemists have discovered a substance that will make it possible for scientists to produce scores of pharmaceuticals and other chemicals in a faster, less expensive way.


In a letter published in the Sept. 7 issue of the journal Nature, a team led by professors Amir Hoveyda and Marc Snapper of the Boston College Chemistry Department said they had found a first-of-its-kind catalyst that will eliminate several costly and wasteful steps from the process of synthesizing certain molecules.


"Our new catalyst will significantly improve the efficiency with which biologically and medicinally active molecules can be prepared," said Prof. Hoveyda, who is also chair of the department. "Such a catalyst, by shortening synthesis routes, will significantly lower cost and reduce the waste generated in laboratory syntheses."


The discovery is based on the concept of chirality, which refers to the two-handed nature of certain molecules. Many important chemical compounds that exist in nature or are created by laboratory scientists come in two, mirror-image forms – a "left" and a "right" hand. Some drugs comprise chiral molecules, which can pose a problem: often, one hand, or enantiomer, of the drug molecule can be beneficial to a patient's health, while the other may be harmful.


Because of this, it is important for anyone who wants to prepare drugs, especially in large quantities, to be able to synthesize single-handed compounds with high selectivity; ideally, none of the opposite hand should be around. This way, the unfavorable properties of one enantiomer are eliminated without diluting the desired enantiomer's benefits.


What the Hoveyda-Snapper team discovered can be referred to as a "silylation catalyst" – a molecule that attaches, with extremely high selectivity, a silicon atom to an alcohol group so that only one enantiomer is formed. Other molecules are known to promote this important reaction, but the new catalyst is the first to control the handedness of the process at the same time.


"What makes this discovery enormously significant is that silyation is already one of the most useful ways – if not the most effective way – to protect an alcohol from undesired reactions while a molecule is being modified somewhere else," Prof. Snapper said.


Because of the new catalyst, what used to take four to five steps to accomplish – each step adding significantly to the final cost – can now be achieved in a single transformation. The substance also contains no metals and is therefore more environmentally friendly than many other catalysts.


"The new catalyst is easy to prepare, requires little or no solvent and therefore minimizes waste, and can be used in air and can be recycled several times," Prof. Snapper added. "Together, these properties make our discovery an important one both from the theoretical as well as the practical point of view."


"This is an elegant solution to a very important, practical problem, with the potential to result in more efficient, more environmentally friendly, and less expensive processes for manufacturing drugs. It's a great example of how NIH support for fundamental chemical research can benefit the American health care consumer," said John M. Schwab, a chemist at the National Institute of General Medical Science,which supported the work.
Thirty percent of nurses report both verbal and physical abuse in the last four working weeks

It's a 'distressing and dangerous' workplace say researchers, as nurses report being punched, stabbed and bitten

Almost a third of the nurses who took part in a large-scale study reported that they had been subjected to both physical and verbal abuse in the last 4 working weeks and a quarter had considered resigning as a result, according to research in the latest issue of the UK-based Journal of Advanced Nursing.


Two-thirds of the 2,407 nurses who took part in the survey, led by the University of Tasmania and supported by the Australian Nursing Federation, reported some form of abuse during the period covered.


This ranged from being sworn at, slapped and spat upon to being bitten, choked and stabbed. The abused nurses, who all worked in Tasmania, reported an average of four verbal incidents and between two to three physical incidents.


Sixty-nine percent of nurses who had been physically abused had been struck with a hand, fist or elbow and 34 percent had been bitten.


A further 49 percent said they had been pushed or shoved, 48 percent had been scratched and 38 percent said that someone had spat at them.


"We also discovered that that six percent had been choked and just under one percent had been stabbed" adds lead author Professor Gerald A Farrell, now based at La Trobe University School of Nursing and Midwifery in Victoria, Australia.


Verbal abuse was most likely to take the form of rudeness, shouting, sarcasm and swearing. Two percent said that their home or family had also been threatened. Patients and visitors were the most likely people to abuse nurses, but four percent of nurses who reported physical abuse said that it was carried out by another nurse and three percent by a doctor.


When it came to verbal abuse, that percentage rose considerably, with 29 percent reporting abuse from a nurse colleague and 27 percent from a doctor.


The results were collated from questionnaires sent to the 6,326 nurses registered with the Nursing Board of Tasmania in late 2002. Thirty-eight percent completed the survey, which was also supported by Tasmania's Hobart Clinic, but when this was adjusted for the number of registered nurses actually working during this period, the figure was nearer 55 percent.


"The present findings point to a work environment that is both distressing and dangerous for staff" says Professor Farrell.


"Eleven percent of nurses told us that they had left a post because of aggression and two percent had left nursing completely.


"Two-thirds of those who experienced aggression said that it affected their productively or led to errors in their work. Ten percent said it was the most distressing aspect of their work, after the 51 percent who cited workload as the biggest problem.


"Another key finding of this research was that although verbal and physical spreads across every branch of healthcare – from paediatrics to psychiatry and community services to critical care – few staff made their complaints official."


Workplace aggression is a world-wide problem and further research is needed to discover why levels are so high in modern healthcare settings, adds Professor Farrell, who was based at the University of Tasmania at the time of his research.


He and the other researchers believe that the restricted time frame of the study – four working weeks – and the fact that aggression was carefully defined, with clear distinctions between verbal and physical abuse, may have captured a greater range of incidents than previous studies.


"Our research shows that many nurses are working in environments in which they cannot provide the care that they think is best for patients. At the same time they have to contend with high levels of verbal and physical abuse" he says.


"It's not surprising that some nurses have left the profession altogether and many more are thinking about it.


"We live in an era when employers are constantly being told that they have a duty of care for employees. It's a sad reality that nurses who spend their lives caring for others and providing such a valuable service continue to feel so vulnerable in the workplace."
How did our Ancestors' Minds really work?

Max Planck researchers have used psychological research techniques to successfully reconstruct primeval cognition


How did our evolutionary ancestors make sense of their world? What strategies did they use, for example, to find food? Fossils do not preserve thoughts, so we have so far been unable to glean any insights into the cognitive structure of our ancestors. However, in a study recently published in Current Biology (September 5, 2006), researchers at the Max Planck Institute for Psycholinguistics and their colleagues at the Max Planck Institute for Evolutionary Anthropology were able to find answers to these questions using an alternative research method: comparative psychological research. In this way, they discovered that some of the strategies shaped by evolution are evidently masked very early on by the cognitive development process unique to humans.
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Being able to remember and relocate particular places where there is food is an asset to any species. There are two basic strategies for remembering the location of something: either remembering the features of the item (it was a tree, a stone, etc.), or knowing the spatial placement (left, right, middle, etc.). All animal species tested so far - from goldfish, pigeons and rats though to humans - seem to employ both strategies. However, if the type of recall task is designed so that the two strategies are in opposition, then some species (e.g. fish, rats and dogs) have a preference for locational strategies, while others (e.g. toads, chickens and children) favor those which use distinctive features.
Fig. 1: Padana, a young female orangutan at the Leipzig Zoo, who was one of the research subjects. Image: Knut Finstermeier, MPI for Evolutionary Anthropology


Until now, no studies had systematically investigated these preferences along the phylogenetic tree. Recently, however, Daniel Haun and his colleagues have carried out the first research of its kind into the cognitive preferences of a whole biological family, the hominids. They compared the five species of great apes - orangutans, gorillas, bonobos, chimpanzees and humans - to establish which cognitive strategies they prefer in order to uncover hidden characteristics. The researchers worked on the assumption that if all five species share particular preferences, these are very probably a part of the evolutionary legacy of our most recent common ancestors, who died out some 15 million years ago.


At the Wolfgang Koehler Primate Research Center at the Leipzig Zoo, the researchers hid coveted items using two different strategies (see Fig.2): In the place condition, the item remained in the same place it was hidden in previously, but under a different object (e.g. a stone); in the feature condition the object remained the same, but the place changed. It was established that all four great ape species and one-year-old children actually use the location as a way of finding something hidden, even if it is hidden under a completely different object. This outcome suggests that this preference has been part of our cognitive structure for 15 million years.
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The researchers then investigated three-year-old children and discovered a difference: Unlike younger children, they considered the object under which the item was hidden to be the most reliable indication of its whereabouts, even if the location had changed completely. The scientists have sufficient evidence to conclude that 1-year-old children and great apes do not lack the capability to develop a feature-based strategy, but simply prefer to use a place-based strategy. Evidently, humans reassess these preferences as their cognitive development continues.

Fig. 2: Test conditions: A mature male orangutan carries out the tasks. Top: "Place conditions" - the experimenter swaps the objects under which the item (X) is hidden, but the actual place where it is hidden remains unchanged. Bottom: "Feature conditions" - the experimenter moves the object and the item hidden underneath it to a different place. Image: Knut Finstermeier, MPI for Evolutionary Anthropology


"The unique human cognitive development seems to mask some of our evolved strategies even before we reach the age of three," says Daniel Haun. "In future experiments, we therefore want to find out which areas of cognitive development in humans, for example language acquisition, are responsible for this restructuring of cognitive preferences." The new methodical approach and the results it yields pave the way for the systematic study of the cognitive structures of our evolutionary ancestors and thus ultimately to an improved understanding of the origins of human thinking.

Original work: Daniel B. M. Haun, Josep Call, Gabriele Janzen, and Stephen C. Levinson  Evolutionary Psychology of Spatial Representation
Keep slapping on that sunscreen


WHEN out in the sun, how often do you apply sunscreen? If it's anything less than once every 2 hours, you might be better off not using any in the first place.


So says Kerry Hanson, a chemist at the University of California at Riverside. She and her colleagues exposed human skin samples grown in the lab to UV radiation while they were covered with three common UV filters found in sunscreens: benzophenone-3, octocrylene and octylmethoxycinnamate. After just 1 hour, they found each compound had sunk into the skin, meaning its protective effect was greatly reduced. Worse, Hanson's team found that the samples contained more reactive oxygen species (ROS) than skin exposed to UV with no sunscreen on it. ROS are free radicals that can damage skin cells and increase the risk of skin cancer (Free Radical Biology and Medicine, DOI: 10.1016/j. freeradbiomed.2006.06.011).


The Skin Cancer Foundation in New York recommends that people go no more than 2 hours between reapplications of sunscreen. Our findings tend to support that, says Hanson.


It might actually be necessary to reapply even more often. One way of counteracting free radicals, Hanson says, might be to add antioxidants such as vitamins C and E to sunscreens. "In previous work, we've shown that antioxidants can help neutralise ROS in the skin," she says, though she has yet to perform the same experiment with sunscreen.


The notion that sunscreen can increase damage to skin caused by UV rays is startling, says a spokeswoman for the Skin Cancer Foundation. "It's a very strong statement they're making." The take-home message? Reapply regularly.
Hopkins scientists link immune response to 'ghost' parasites and severely congested sinuses

Anti-insect enzyme in humans linked to inflammation in the nose


Although it's unclear why it's so, scientists at Johns Hopkins have linked a gene that allows for the chemical breakdown of the tough, protective casing that houses insects and worms to the severe congestion and polyp formation typical of chronic sinusitis.


A team of Hopkins sinus experts has found that the gene for the enzyme, acidic mammalian chitinase (AMCase), is up to 250 times more active in people with severe sinus inflammation that persists even after surgery when compared to patients in whom surgery is successful. Sinus surgery is usually the treatment of last resort for those who do not respond to drug therapy. But nearly one in 10 of those treated see symptoms return within weeks or months after surgery fails to keep open the nasal passages, scientists say.


The Hopkins report, published in the July issue of the American Journal of Rhinology, is believed to be the first to identify the enzyme's presence in the nose and confirm its link to sinusitis.


"This finding does not mean that there are actually parasites in the nose causing sinusitis, but our study does lend support to the concept that really severe and persistent sinusitis may be a case of a misplaced immune response directed against parasites that are not really there," says study lead author Andrew Lane, M.D., an associate professor at The Johns Hopkins University School of Medicine and director of its rhinology and sinus surgery center.


Previous research by other scientists had looked at the enzyme's tie-ins to asthma, which, like nasal polyps, is an inflammatory response of the body's immune system. The theory, Lane says, is that allergies and asthma result from genes that control the body's defenses against parasites, but these genes are dormant in healthy people. However, when turned on by so-called ghost parasites, the potent inflammatory response is medically very difficult to control.


Researchers say that although chitin, a rigid chemical compound common to fungi, insects and roundworms, is not naturally found in the human body, the presence of its corresponding enzyme and its role in the buildup of mucus and fluids, and polyp formation makes the enzyme a legitimate target for drug therapies to block its production and action.


"If we can selectively shut down the antiparasite immune response, we could potentially have new treatments for these airway diseases of the lung and nose," says Lane.


New therapies are needed, he says, as an alternative to long-term steroids, which block the inflammatory chemical pathway but also have debilitating side effects, including loss of bone density, cataracts in the eye and weight gain.


An estimated 32 million Americans suffer from persistent inflammation of the tissue that lines the nasal and sinus cavities, according to the United States Centers for Disease Control and Prevention.


Thirty-three men and women participated in the two-year study at Hopkins, designed to find out if any of the genetic traits already known to be common in asthmatics were as active in patients with sinusitis. Twenty-two were scheduled to have surgery for sinusitis, while the remaining 11 served as study controls, having surgery for some other ailment than sinusitis.


All those who underwent sinus surgery did so after standard therapy using antibiotics, decongestants and steroids had failed to stop their symptoms and keep their sinus inflammation from coming back. They also had nasal polyps, or tissue outgrowths resulting from the inflammation, which, Lane says, are particularly hard to treat.


In the surgery, a thin, tube-like endoscope is inserted into the nose, with a camera attached to provide a close-up view of the nasal and sinus passages. Slender surgical instruments placed alongside the endoscope allow surgeons to cut away inflamed tissue and polyps, clearing a path for the sinuses to drain normally. Lane says that if left untreated, polyps can lead to severe blockage and recurring infections.


All patients were monitored for a minimum of nine months to see if polyps and their resulting symptoms returned. Ten in the surgery group had their polyps return within six months, while 12 remained symptom free.


The Hopkins team took samples during surgery of the mucous membrane lining the nose, and using real-time polymerase chain reaction tests, analyzed the samples for any genetic differences between the groups.


When researchers initially compared all the nasal tissue samples, they found that half had the gene for AMCase turned on, or expressed, to make the chitinase protein. During follow up, they found that the 10 patients who had their polyps return had exceedingly higher levels of AMCase expression than the other sinusitis patients and controls. Gene expression of another inflammatory protein, called interleukin-13, already known to be high in asthmatics, was also found to be elevated in those with polyps, but the levels of interleukin-13 did not have the same predictive value as the elevated expression of AMCase, researchers say.


Lane adds that future research will have to determine if high genetic expression of AMCase is an underlying cause of inflammation or if AMCase is simply one of many chemicals produced by cells in the nose in response to chronic inflammation.


The next phase of their research, he says, is to look for what triggers the anti-parasite response. However, Lane cautions that this reaction against parasites may come at the expense of the nose's ability to ward off other invaders, such as bacteria, viruses or fungi.


"The epithelial cells lining the nasal and sinus cavities play an important role as first responders of the immune system," he says. "But when they are distracted fighting non-existent parasites, they cannot deal well with the very real microbes continuously coming into the nose."


This, Lane notes, may promote growth of bacteria and fungi in the nose, which is a common finding in those with chronic sinusitis with polyps.
Greenhouse gas bubbling from melting permafrost feeds climate warming

FSU scientist co-authors study of Siberian thaw lakes that appears in Sept. 7 Nature

TALLAHASSEE, Fla. - A study co-authored by a Florida State University scientist and published in the Sept. 7 issue of the journal Nature has found that as the permafrost melts in North Siberia due to climate change, carbon sequestered and buried there since the Pleistocene era is bubbling up to the surface of Siberian thaw lakes and into the atmosphere as methane, a greenhouse gas 20 times more potent than carbon dioxide.


In turn, that bubbling methane held captive as carbon under the permafrost for more than 40,000 years is accelerating global warming by heating the Earth even more -- exacerbating the entire cycle. The ominous implications of the process grow as the permafrost decomposes further and the resulting lakes continue to expand, according to FSU oceanography Professor Jeff Chanton and study co-authors at the University of Alaska-Fairbanks.


"This is not good for the quality of human life on Earth," Chanton said.


The researchers devised a novel method of measuring ebullition (bubbling) to more accurately quantify the methane emissions from two Siberian thaw lakes and in so doing, revealed the world's northern wetlands as a much larger source of methane release into the atmosphere than previously believed. The magnitude of their findings has increased estimates of such emissions by 10 to 63 percent.


Understanding the contribution of North Siberia thaw lakes to global atmospheric methane is critical, explains the paper that appears in this week's Nature, because the concentration of that potent greenhouse is highest at that latitude, has risen sharply in recent decades and exhibits a significant seasonal jump at those high northern latitudes.


Chanton points to the thawing permafrost along the margins of the thaw lakes - which comprise 90 percent of the lakes in the Russian permafrost zone - as the primary source of methane released in the region. During the yearlong study, he performed the isotopic analysis and interpretation to determine the methane's age and origin and assisted with measurements of the methane bubbles' composition to shed light on the mode of gas transport.


"My fellow researchers and I estimate that an expansion of these thaw lakes between 1974 and 2000, a period of regional warming, increased methane emissions by 58 percent there," said Chanton. "Because the methane now emitted in our study region dates to the Pleistocene age, it's clear that the process, described by scientists as 'positive feedback to global warming,' has led to the release of old carbon stocks once stored in the permafrost."
Climate change rocked cradles of civilization


Severe climate change was the primary driver in the development of civilisation, according to new research by the University of East Anglia.


The early civilisations of Egypt, Mesopotamia, South Asia, China and northern South America were founded between 6000 and 4000 years ago when global climate changes, driven by natural fluctuations in the Earth's orbit, caused a weakening of monsoon systems resulting in increasingly arid conditions. These first large urban, state-level societies emerged because diminishing resources forced previously transient people into close proximity in areas where water, pasture and productive land was still available.


In a presentation to the BA Festival of Science on September 7, Dr. Nick Brooks will challenge existing views of how and why civilisation arose. He will argue that the earliest civilisations developed largely as a by-product of adaptation to climate change and were the products of hostile environments.


"Civilisation did not arise as the result of a benign environment which allowed humanity to indulge a preference for living in complex, urban, 'civilized' societies," said Dr. Brooks.


"On the contrary, what we tend to think of today as 'civilisation' was in large part an accidental by-product of unplanned adaptation to catastrophic climate change. Civilisation was a last resort - a means of organising society and food production and distribution, in the face of deteriorating environmental conditions."


He added that for many, if not most people, the development of civilisation meant a harder life, less freedom, and more inequality. The transition to urban living meant that most people had to work harder in order to survive, and suffered increased exposure to communicable diseases. Health and nutrition are likely to have deteriorated rather than improved for many.


The new research challenges the widely held belief that the development of civilization was simply the result of a transition from harsh, unpredictable climatic conditions during the last ice age, to more benign and stable conditions at the beginning of the Holocene period some 10,000 years ago.


The research also has profound philosophical implications because it challenges deeply held beliefs about human progress, the nature of civilisation and the origins of political and religious systems that have persisted to this day. It suggests that civilisation is not our natural state, but the unintended consequence of adaptation to climatic deterioration - a condition of humanity "in extremis".
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Dr. Brooks said: "Having been forced into civilized communities as a last resort, people found themselves faced with increased social inequality, greater violence in the form of organised conflict, and at the mercy of self-appointed elites who used religious authority and political ideology to bolster their position. These models of government are still with us today, and we may understand them better by understanding how civilisation arose by accident as a result of the last great global climatic upheaval."

The day after tomorrow: a Hollywood fantasy or wake up call? will be held in the ZICER seminar room at UEA on Thursday September 7 from 9am-1pm.
Earth-like planets may be more common than once thought, says new U. of Colorado-Penn State study


More than one-third of the giant planet systems recently detected outside Earth's solar system may harbor Earth-like planets, many covered in deep oceans with potential for life, according to a new study led by the University of Colorado at Boulder and Pennsylvania State University.


The study focuses on a type of planetary system unlike our solar system that contains gas giants known as "Hot Jupiters" orbiting extremely close to their parent stars - even closer than Mercury to our sun, said CU-Boulder researcher Sean Raymond. Such gas giants are believed to have migrated inward toward their parent stars as the planetary systems were forming, disrupting the space environment and triggering the formation of ocean-covered, Earth-like planets in a "habitable zone" conducive to the evolution of life, according to the new study.

"Exotic Earths: Forming Habitable Worlds with Giant Planet Migration" was published in the Sept. 8 issue of Science and authored by Raymond, Avi Mandell of both Penn State and Goddard Space Flight Center in Greenbelt, Md., and Steinn Sigurdsonn of NASA's Goddard Center.


The study indicates Hot Jupiters push and pull proto-planetary disk material during their journeys, flinging rocky debris outward where it is likely to coalesce into Earth-like planets, said Raymond. At the same time, turbulent forces from the dense surrounding gas slow down the orbits of small, icy bodies in the outer reaches of the disk, causing them to spiral inward and deliver water to the fledgling planets. Such planets may eventually host oceans several miles deep, according to the study.


"These gas giants cause quite a ruckus," said Raymond of CU-Boulder's Laboratory for Atmospheric and Space Physics. "We now think there is a new class of ocean-covered, and possibly habitable, planets in solar systems unlike our own."


Scientists had previously assumed that as Hot Jupiters plowed through proto-planetary material on their inward migrations toward parent stars, all the surrounding material would be "vacuumed up" or ejected from the system, he said. "The new models indicate these early ideas were probably wrong," said Raymond.

Schematic view (not to scale) of a habitable planetary system with a "hot Jupiter", compared with our solar system (upper planets). The Solar system has four terrestrial planets: Mercury, Venus, Earth and Mars. Earth is in the habitable zone, where water can exist on its surface. The other planetary system contains a "hot Earth" a few times larger than the Earth but very close to the star, an ocean-covered planet in the habitable zone, and several icy planets in the outer system.


The research team ran exhaustive simulations lasting more than eight months each on more than a dozen desktop computers, starting with proto-planetary disks containing more than 1,000 moon-sized, rocky and icy bodies. The initial conditions for each computer model were based on current theories of how planets form in our own solar system and simulated about 200 million years of planetary evolution.


The team concluded that about one of every three known planetary systems could have evolved as-yet-undetected Earth-like planets in so-called habitable zones like the one Earth is in, he said. A whopping 40 percent of the 200 or so known planets around other stars are Hot Jupiters, although the percentage probably will decrease as more distant planets are discovered, said Raymond.


In addition to Earth-like planets that form in habitable zones outside Hot Jupiters, the simulations showed some rocky planets known as "Hot Earths" often form inside the orbits of Hot Jupiters, said Raymond. A Hot Earth, with a radius twice that of our own Earth, was discovered in 2005 in a nearby star system orbiting just 2 million miles from its parent star by a team led by University of California, Berkeley, planetary scientist Geoffrey Marcy.


The new simulations showed both Hot Earths and Earth-like planets in habitable zones formed with large amounts of water, up to 100 times the water present on Earth today, he said. The models indicate such water-rich planets would probably contain a lower percentage of iron - which may be important for the evolution and possible oxygenation of evolving atmospheres - than Earth, he said.


According to the team's simulations, Hot Earths can form astoundingly fast, in just 100,000 years or so. Earth-like planets in habitable zones form much more slowly, taking up to 200 million years, said Raymond. Geologists believe Earth took about 30 million years to 50 million years to fully form.


"I think there are definitely habitable planets out there," said Raymond. "But any life on these planets could be very different from ours. There are a lot of evolutionary steps in between the formation of such planets in other systems and the presence of life forms looking back at us."


The new research effort may allow planet hunters to determine "rough limits" indicating where to search for habitable planets in known systems of giant planets, according to the team, whose research was funded by NASA's Astrobiology Institute headquartered at the NASA Ames Research Center in Moffett Field, Calif.


"Upcoming space missions such as NASA's Kepler and Terrestrial Planet finder and ESA's COROT and Darwin will discover and eventually characterize Earth-like planets around other stars," wrote the authors in Science. ""We predict that a significant fraction of systems with close-in giant planets will be found to have a Hot Earth or potentially habitable, water-rich planets on stable orbits in the Habitable Zone. "
New sunscreen ingredient to heal sunburn and help prevent skin cancer


People who suffer from sunburn could soon benefit from a new sunscreen ingredient that actively repairs sunburnt skin and helps prevent the onset of skin cancer, according to research published in the Journal of Investigative Dermatology.


Unlike conventional sunscreen lotions which merely act as a filter for UVA and UVB sunlight, the new ingredient releases an active ingredient which mops up free iron that is released when the skin burns.


This reduces the inflammation and pain that goes with sunburn – which is exacerbated by the iron - and also prevents the build up of harmful sunlight-generated free radicals, which can lead to the development of skin cancers.


The new ingredient is light-responsive and only becomes active when it is exposed to UV radiation in sunlight, avoiding any side-effects that might result from long-term exposure to the active form of the drug.


The researchers are currently testing prototypes of the ingredient in the laboratory using three dimensional human skin cultures, but expect to be trialling the ingredient with volunteers in the next two to three years.


“When skin is exposed to high doses of sunlight, such as when you are sunbathing, a massive amount of free iron is released in skin cells,” said Dr Charareh Pourzand from the University of Bath who is working in collaboration with Dr James Dowden (presently at Nottingham University)..


“This free iron can act as catalysts for the generation of more harmful free radicals that cause severe cell damage.


“Many forms of cancer are thought to be the result of reactions between free radicals and DNA, causing mutations that can disrupt the cell cycle and potentially lead to cancer.


“We wanted to find a way of mopping up sunlight-generated free iron that produce harmful radicals during exposure to bright sunlight in order to prevent the unwanted side reactions that can lead to skin damage and ultimately cancer.


“The best way to do this is using chelators, drugs that bind and export iron from the body.


“However, long term use of chelators can be toxic for cells as it starves them of the iron necessary for normal biological processes, for example the red blood cells that transport oxygen around the body need iron to work.”


Additional hurdles in the research were that many chelators are ineffective protectors of cells, and many of them are patented and so cannot be used freely by all researchers.


The researchers had to find chelators which were strong enough to export the excess iron out of cells, but that would not have an adverse effect on other essential cellular processes.


After three years of research, the team has designed two commercially attractive prototypes which are currently in laboratory trials.


The prototypes contain ‘caged’ iron binding sites which release the chelators only in response to high doses of UV light, thus avoiding toxicity to cells.


The new sunscreens containing these components will not only contribute to preventing and repairing skin damage caused by UV light, but will also be more effective and will last longer (up to three hours) after application on the skin than conventional sunscreen lotions.


Skin cancer is one of the most common cancers in the UK and the number of people who get it is increasing. There are over 70,000 new cases of skin cancer diagnosed each year in the UK and many cases are not reported so the real number of cases is probably much higher.


Over 2,000 people die from skin cancer each year in the UK.


Cancer Research UK has recently launched the SunSmart - the UK's national skin cancer prevention campaign. It is advising people to follow the smart advice:


* Spend time in the shade between 11am and 3pm


* Make sure you never burn


* Aim to cover up with a t-shirt, hat and sunglasses


* Remember to take extra care with children


* Then use factor 15+ sunscreen

“UVB sunlight is associated with the hottest part of the day, between 10am and 3pm, when the sunlight is brightest,” said Dr Pourzand who works in the University of Bath’s Department of Pharmacy & Pharmacology.

 - UVB affects the outer layer of the skin and is the primary agent responsible for skin blistering and peeling after sunburn.

 - UVA sunlight is typically associated with the cooler parts of hot summer days, before 10am and after 3pm.

 - UVA was once thought to have a minor effect on skin damage, but now it is considered to be a major contributor as it penetrates deeper into the skin than UVB.

 - It is overexposure to UVA that causes the redness and inflammation, or erythema, associated with sunburn.

 - The UVA component of sunlight is dangerous as it acts as an oxidising agent that forms free radicals which trigger chain reactions that potentially lead to DNA damage that can convert healthy skin cells into cancerous ones.”


The original research paper, 'Caged-Iron Chelators a Novel Approach Towards Protecting Skin Cells Against UV A-Induced Necrotic Cell Death', is available online from the Journal for Investigative Dermatology.
Need to pull an all-nighter?

Reducing nitric oxide gas in the brain may help us stay awake

People who must stay awake for long shifts – soldiers, pilots, truckers, students, doctors, parents of newborns – may take comfort from new research showing that preventing the gas nitric oxide from building up in the brain may ward off the sleep urge.


The research, conducted by investigators from Children's Hospital Boston and the University of Helsinki (Helsinki, Finland), ties together previous observations about sleep and finds that nitric oxide production in a specific region of the brain – the basal forebrain – is both necessary and sufficient to produce sleep. The findings appear in two related papers in the August 18 issue of the Journal of Neurochemistry and the September 5 issue of the European Journal of Neuroscience.


"This understanding of sleep physiology should provide a completely new basis for the development of drugs to prevent excessive sleepiness or to promote sleep," says study co-author Paul Rosenberg, MD, PhD, a researcher in the Neurobiology Program at Children's Hospital Boston, and a physician in the Center for Pediatric Sleep Disorders at Children's and in the Sleep Disorders Center at Beth Israel Deaconess Medical Center.


In 1997, senior investigator Tarja Porkka-Heiskanen MD, PhD, now at the University of Helsinki, first showed that when cats are awake for prolonged periods, a compound called adenosine accumulates in their brains, ultimately producing sleep. Once asleep, adenosine levels gradually decline. Rosenberg had been studying how the brain regulates the accumulation of adenosine in the brain for over 10 years, and, in 2000, he and his colleagues demonstrated in brain cells from rats that adenosine's release is stimulated by nitric oxide. The two teams decided to collaborate.


Studying mildly sleep-deprived rats – kept awake for an extra three hours – they found that nitric oxide production in the basal forebrain, but not in other parts of the brain, increased, by 50 to 150 percent. When they injected compounds that inhibit nitric oxide production into this region of the brain, adenosine levels did not increase and sleep was completely abolished (one type of inhibitor abolished dreaming, or REM, sleep, and the other non-REM sleep). The results were identical when the researchers injected a compound that scavenges nitric oxide – mops it up and renders it inactive.


In contrast, when the basal forebrain was infused with a nitric oxide "donor" – an agent that boosts nitric oxide levels – during a normal sleep-wake cycle, adenosine levels increased and the rats fell into a sleep much like the "recovery" sleep that occurs after prolonged wakefulness. Blocking adenosine receptors with caffeine prevented this nitric-oxide-induced slumber.


Rosenberg sees the most pharmaceutical promise in developing drugs that prolong wakefulness by curbing production of nitric oxide or scavenging the gas once it's produced. The opposite – a sleeping pill made from nitric oxide donors - would be much harder, he says, since these compounds would likely break down before ever reaching the brain. However, one of the ways nitric oxide promotes sleep is by stimulating production of a signaling molecule called cyclic GMP, and it may be possible to achieve the same effect by using drugs that block cyclic GMP's breakdown, Rosenberg says.


One surprise in the research was that the main message telling the brain to go to sleep probably does not come from neurons, but from neighboring glial cells, which appear to produce the greatest amounts of nitric oxide. Until recently, glial cells have been assumed to play only a supportive role in the brain. Rosenberg speculates that the molecules that turn on nitric oxide production in glial cells (as yet undiscovered) might provide additional targets for drug development.

Reconstructive surgeon aims for rejection-free limb transplantation


Years ago, the idea of attaching a donor limb onto a patient's body would have been the stuff of science fiction. But to date about two-dozen people around the world have received hand transplants. Thomas Tung, M.D., conducts research within this relatively unorthodox realm of surgery, investigating therapies that could potentially allow the body to accept donor tissue without the use of immunosuppressive medication.


A Washington University plastic and reconstructive surgeon at Barnes-Jewish Hospital, Tung has reattached patients' own hands, but he has never performed a hand transplant - he feels the health risks of immunosuppressive drugs are too high to warrant the surgery. But with his research, he is working toward the day when reconstructive surgery can make use of donor tissues without the danger of complications from anti-rejection medication or the risk of tissue rejection.


"Once we figure this out, it's going to open up a new whole field of reconstructive surgery," says Tung, assistant professor of surgery. "It will allow surgeons to replace not just injured hands, but lips, noses, ears, scalp and other specialized tissues anywhere on the body."


To reach this goal, Tung has been researching transplantation of hindlimbs to mice from unrelated donors - but here's the twist - without giving the mice immunosuppressive drugs. At this time, Tung is the only researcher in the United States investigating limb transplantation with this protocol, which uses proteins called costimulation-blocking antibodies.


With current treatment methods, all transplantation patients take medications that reduce the function of their immune systems so their bodies don't reject the foreign tissue. But long-term use of immunosuppressive medication raises the risk of infection and cancer because the weakened immune system is unable to ward off these threats. Furthermore, immune suppression therapy eventually fails, and transplanted organs undergo rejection an average of 10 years after surgery.


"The holy grail of transplantation research is to find a way to produce permanent tolerance without the need for any immunosuppressive medication," Tung says. "That's what I'm investigating with my mouse model."


Tung's work in limb transplantation in many ways parallels research being conducted in organ transplantation. But limb transplantation entails different challenges because it involves several kinds of tissue: skin, muscles, tendons, nerves and bone. Each of these elicits a different degree of response from the recipient.


"It's not entirely predictable that something that is successful in organ transplantation will have the same effect on a limb transplant," Tung says.


In recently published research, Tung demonstrated the effectiveness of costimulation-blocking therapy, which is designed to induce tolerance to the tissues in a transplanted hindlimb but not to globally suppress the immune system.


The mice received an antibody that blocked the action of certain molecules important for the immune system's T cells to attack foreign tissue. According to Tung, this strategy, called costimulation blockade, blocks the immune response to only the donor tissue. The immune system can still react to infections or cancer.


In addition to the costimulation blockade, mice received donor bone marrow, either as an infusion or simply as the marrow present in the bones of the donor hindlimb. Earlier research suggested that donor bone marrow could help induce transplant tolerance, and Tung found that the small amount of bone marrow within the hindlimb was as effective as a large infusion of bone marrow cells given intravenously.


While the costimulation blockade/bone marrow therapy did not result in permanent tolerance of the transplanted hindlimb, it greatly extended the time before the mice rejected the new limb.


In one set of experiments, mice not given a costimulation blockade rejected their new limbs after about 10 days, whereas the muscles and bone of the transplanted limb in blockade-treated mice survived an average of 222 days.


"Research into costimulation blockade is relatively new," Tung says. "And just over the last few years, a half dozen new costimulatory pathways have been recognized. Researchers have found that when you combine several antibodies to block several pathways at once, it may increase the effectiveness of the therapy. That's a big step toward tolerance of transplanted tissue."


The next stage of Tung's research will focus on these new costimulation blockers. In addition, Tung will collaborate with colleague Susan E. Mackinnon, M.D., the Sydney M. Jr. and Robert H. Shoenberg Professor of Surgery and chief of the Division of Plastic and Reconstructive Surgery, to investigate regeneration of nerves in transplanted limbs.


"Patients receiving a hand transplant don't need it to survive - they are getting it to improve their functionality," Tung says. "If the new hand doesn't work well because of nerve problems, that defeats the purpose of the surgery. I am also involved in research on nerve regeneration, and I would like to use that knowledge to improve regeneration of nerves in limb transplants."
Modern humans, not Neandertals, may be evolution's 'odd man out'

Looking incorrectly at Neandertals


Could it be that in the great evolutionary "family tree," it is we Modern Humans, not the brow-ridged, large-nosed Neandertals, who are the odd uncle out?


New research published in the August, 2006 journal Current Anthropology by Neandertal and early modern human expert, Erik Trinkaus, professor of anthropology at Washington University in St. Louis, suggests that rather than the standard straight line from chimps to early humans to us with Neandertals off on a side graph, it's equally valid, perhaps more valid based on what the fossils tell us, that the straight line should be from the common ancestor to the Neandertals, and the Modern Humans should be the branch off that.


Trinkaus has spent years examining the fossil record and began to realize that maybe researchers have been looking at our ancient ancestors the wrong way.


Trinkaus combed through the fossil record, identifying traits which seemed to be genetic markers – those not greatly influenced by environment, life ways and wear and tear. He was careful to examine traits that appear to be largely independent of each other to avoid redundancy.


"I wanted to see to what extent Neandertals are derived, that is distinct, from the ancestral form. I also wanted to see the extent to which modern humans are derived relative to the ancestral form," Trinkaus says. "What I came up with is that modern humans have about twice as many uniquely derived traits than do the Neandertals."


"In the broader sweep of human evolution," says Trinkaus, "the more unusual group is not Neandertals, whom we tend to look at as strange, weird and unusual, but it's us - Modern Humans. The more academic implication of this research is that we should not be trying to explain the Neandertals, which is what most people have tried to do, including myself, in the past. We wonder why Neandertals look unusual and we want to explain that. What I'm saying is that we've been asking the wrong questions."


The most unusual characteristics throughout human anatomy occur in Modern Humans, argues Trinkaus. "If we want to better understand human evolution, we should be asking why Modern Humans are so unusual, not why the Neandertals are divergent. Modern Humans, for example, are the only people who lack brow ridges. We are the only ones who have seriously shortened faces. We are the only ones with very reduced internal nasal cavities. We also have a number of detailed features of the limb skeleton that are unique.


"Every paleontologist will define the traits a little differently," Trinkaus admits. "If you really wanted to, you could make the case that Neandertals look stranger than we do. But if you are reasonably honest about it, I think it would be extraordinarily difficult to make Neandertals more derived than Modern Humans."
Sex and the heart: It's not what you think

Older women are more at risk for heart disease than men and worse off than they were 10 years ago, say USC and UCLA researchers.


A surprising new study finds that women in their 60s have as many risk factors for heart disease as men, and by their 70s have more, according to research led by demographers at the University of Southern California.


The findings, published in the current issue of the Journal of Women's Health, reflect a change from previous decades when older men were at greater risk for heart disease. Instead this research shows over the last 10 years, older women are doing worse, while men are doing better.


Women's risk for heart disease is still lower than men's through middle age. But the break-even point at which women catch up to men is now at age 60, 10 years earlier than before.


"Women are no longer protected from heart disease risk relative to men," said Eileen Crimmins, corresponding author and professor in USC Leonard Davis School of Gerontology. "Reports indicating that men are more likely to have more high-risk levels of blood pressure and cholesterol are no longer true in the U.S. population over 60 years of age."


Crimmins and her colleagues examined changes between 1988 and 2002 in indicators related to cardiovascular disease. The research team used data on men and women 40 and older from two broadly representative samples of the US population, approximately 10 years apart.

Among the findings:
* High risk blood pressure - both diastolic and systolic - increased in women but decreased in men. Medication against hypertension appeared to be more effective in men than women.

* Both men and women saw a decrease in high-risk HDL cholesterol, but men showed greater improvement. The use of cholesterol-lowering medication increased somewhat more for men.


* More women than men had high C-Reactive Protein (a marker of infection that in elevated levels has been shown to be a risk factor for cardiovascular disease). This appears to be associated with increased use of hormone-replacement therapy, Crimmins said.


Heart disease remains the number one cause of death in the U.S. Funding for the group's research came from the National Institute on Aging.
Anti-inflammatory drugs following hip replacement surgery could harm rather than help


The use of anti-inflammatory drugs following hip replacement surgery could do more harm than good, according to a new study co-coordinated by The George Institute for International Health in association with orthopedic centres throughout Australian and New Zealand.


The results of the study designed to determine the long-term benefits and risks of anti-inflammatory drugs in patients undergoing hip replacement surgery were published today in the British Medical Journal. The study specifically measured the effects of a short post-operative course of anti-inflammatories on the development of 'ectopic' bone formation related pain and disability, six to twelve months after surgery.


"Ectopic bone is abnormal bone that can form in the soft tissues around the operated hip. This occurs in more than one third of all patients in the months after hip replacement surgery," explained, Dr Marlene Fransen Head, Musculoskeletal Program at The George Institute and Principal Investigator of this study. Many surgeons prescribe anti-inflammatory drugs in the immediate post-operative period to avoid this outcome, or simply as part of a pain management strategy. While the researchers found the use of post-operative ibuprofen, a common anti-inflammatory drug, did indeed greatly reduce the risk of ectopic bone formation, patients reported no greater reductions in hip pain or physical disability six to twelve months after surgery, compared with those not taking the drug. However, they also found evidence suggesting there may be an increased risk of major bleeding events in those taking the drug,


"For this reason, our study shows that recommending a routine course of an anti-inflammatory drug following hip replacement surgery, is not justified,"


Chronic osteoarthritis of the hip is common among Australians aged 60 years or older and total hip replacement surgery is a well-established and highly effective treatment. Whilst joint replacement surgery greatly reduces chronic hip pain and improves physical function in most, residual symptoms are common. Over 900 patients from 20 orthopedic surgery centres across Australia and New Zealand participated in this study, half of whom were allocated to receive ibuprofen, a common anti-inflammatory drug, for 14 days commencing immediately after surgery.


"These results provide further evidence that guidelines for routine clinical care in surgery must be based on clinically important outcomes. Without such evidence, the widespread use of routine anti-inflammatory-based treatment after major orthopaedic surgery may well result in harm rather than benefit," Dr Fransen added.
County Plans to Vaporize Landfill Trash

FORT PIERCE, Fla. (AP) - A Florida county has grand plans to ditch its dump, generate electricity and help build roads - all by vaporizing garbage at temperatures hotter than parts of the sun.


The $425 million facility expected to be built in St. Lucie County will use lightning-like plasma arcs to turn trash into gas and rock-like material. It will be the first such plant in the nation operating on such a massive scale and the largest in the world.


Supporters say the process is cleaner than traditional trash incineration, though skeptics question whether the technology can meet the lofty expectations.


The 100,000-square-foot plant, slated to be operational in two years, is expected to vaporize 3,000 tons of garbage a day. County officials estimate their entire landfill - 4.3 million tons of trash collected since 1978 - will be gone in 18 years.


No byproduct will go unused, according to Geoplasma, the Atlanta-based company building and paying for the plant.


Synthetic, combustible gas produced in the process will be used to run turbines to create about 120 megawatts of electricity that will be sold back to the grid. The facility will operate on about a third of the power it generates, free from outside electricity.


About 80,000 pounds of steam per day will be sold to a neighboring Tropicana Products Inc. facility to power the juice plant's turbines.


Sludge from the county's wastewater treatment plant will be vaporized, and a material created from melted organic matter - up to 600 tons a day - will be hardened into slag, and sold for use in road and construction projects.


''This is sustainability in its truest and finest form,'' said Hilburn Hillestad, president of Geoplasma, a subsidiary of Jacoby Development Inc.


For years, some waste-management facilities have been converting methane - created by rotting trash in landfills - to power. Others also burn trash to produce electricity.


But experts say population growth will limit space available for future landfills.


''We've only got the size of the planet,'' said Richard Tedder, program administrator for the Florida Department of Environmental Protection's solid waste division. ''Because of all of the pressures of development, people don't want landfills. It's going to be harder and harder to site new landfills, and it's going to be harder for existing landfills to continue to expand.''


The plasma-arc gasification facility in St. Lucie County, on central Florida's Atlantic Coast, aims to solve that problem by eliminating the need for a landfill. Only two similar facilities are operating in the world - both in Japan - but are gasifying garbage on a much smaller scale.


Up to eight plasma arc-equipped cupolas will vaporize trash year-round, nonstop. Garbage will be brought in on conveyor belts and dumped into the cylindrical cupolas where it falls into a zone of heat more than 10,000 degrees Fahrenheit.


''We didn't want to do it like everybody else,'' said Leo Cordeiro, the county's solid waste director. ''We knew there were better ways.''


No emissions are released during the closed-loop gasification, Geoplasma says. The only emissions will come from the synthetic gas-powered turbines that create electricity. Even that will be cleaner than burning coal or natural gas, experts say.


Few other toxins will be generated, if any at all, Geoplasma says.


But critics disagree.


''We've found projects similar to this being misrepresented all over the country,'' said Monica Wilson of the Global Alliance for Incinerator Alternatives.


Wilson said there aren't enough studies yet to prove the company's claims that emissions will likely be less than from a standard natural-gas power plant.


She also said other companies have tried to produce such results and failed. She cited two similar facilities run by different companies in Australia and Germany that closed after failing to meet emissions standards.


''I think this is the time for the residents of this county to start asking some tough questions,'' Wilson said.


Bruce Parker, president and CEO of the Washington, D.C.-based National Solid Wastes Management Association, scoffs at the notion that plasma technology will eliminate the need for landfills.


''We do know that plasma arc is a legitimate technology, but let's see first how this thing works for St. Lucie County,'' Parker said. ''It's too soon for people to make wild claims that we won't need landfills.''


Louis Circeo, director of Georgia Tech's plasma research division, said that as energy prices soar and landfill fees increase, plasma-arc technology will become more affordable.


''Municipal solid waste is perhaps the largest renewable energy resource that is available to us,'' Circeo said, adding that the process ''could not only solve the garbage and landfill problems in the United States and elsewhere, but it could significantly alleviate the current energy crisis.''


He said that if large plasma facilities were put to use nationwide to vaporize trash, they could theoretically generate electricity equivalent to about 25 nuclear power plants.


Americans generated 236 million tons of garbage in 2003, about 4.5 pounds per person, per day, according to the latest figures from the Environmental Protection Agency. Roughly 130 million tons went to landfills - enough to cover a football field 703 miles high with garbage.


Circeo said criticism of the technology is based on a lack of understanding.


''We are going to put emissions out, but the emissions are much lower than virtually any other process, especially a combustion process in an incinerator,'' he said.


Circeo said that both plants operating in Japan, where emissions standards are more stringent than in the U.S., are producing far less pollution than regulations require.


''For the amount of energy produced, you get significantly less of certain pollutants like sulfur dioxide and particulate matter,'' said Rick Brandes, chief of the Environmental Protection Agency's waste minimization division.


Geoplasma expects to recoup its $425 million investment, funded by bonds, within 20 years through the sale of electricity and slag.


''That's the silver lining,'' said Hillestad, adding that St. Lucie County won't pay a dime. The company has assumed full responsibility for interest on the bonds.


County Commissioner Chris Craft said the plasma process ''is bigger than just the disposal of waste for St. Lucie County.''


''It addresses two of the world's largest problems - how to deal with solid waste and the energy needs of our communities,'' Craft said. ''This is the end of the rainbow. It will change the world.''
Mental Activity Seen in a Brain Gravely Injured

By BENEDICT CAREY


A severely brain-damaged woman in an unresponsive, vegetative state showed clear signs on brain imaging tests that she was aware of herself and her surroundings, researchers are reporting today, in a finding that could have far-reaching consequences for how unconscious patients are cared for and how their conditions are diagnosed.


In response to commands, the patient’s brain flared with activity, lighting the same language and movement-planning regions that are active when healthy people hear the commands. Previous studies had found similar activity in partly conscious patients, who occasionally respond to commands, but never before in someone who was totally unresponsive.


Neurologists cautioned that the new report characterized only a single, perhaps unique case and that it did not mean that unresponsive brain-damaged people were more likely to recover or that treatment was possible. The woman in the study could not communicate with the researchers, and there was no way to know whether her subjective experience was anything like what healthy people call consciousness. The woman was injured in a traffic accident in England last year.


Yet the study so drastically contradicted the woman’s diagnosed condition that it exposed the limitations of standard methods of bedside diagnosis. And its findings are bound to raise hopes for tens of thousands of families caring for unresponsive, brain-damaged patients around the world - whether those hopes are justified or not, experts said.


“One always hesitates to make a lot out of a single case, but what this study shows me is that there may be more going on in terms of patients’ self-awareness than we can learn at the bedside,” said Dr. James Bernat, a professor of neurology at the Dartmouth Medical School, who was not involved in the study. “Even though we might assume some patients are not aware, I think we should always talk to them, always explain what’s going on, always make them comfortable, because maybe they are there, inside, aware of everything.”


Dr. Bernat added that brain imaging promised to improve the diagnosis of unconscious states in certain patients, but that the prospect of imaging could also raise false hopes in cases like that of Terri Schiavo, the Florida woman who was removed from life support and died last year after a bitter national debate over patients’ rights.


Ms. Schiavo suffered far more profound brain damage than the woman in the study and was unresponsive for some 15 years, according to neurologists who examined her.


The journal that published the new paper, Science, promoted the finding in a news release, but added a “special note” citing the Schiavo case and warning that the finding “should not be used to generalize about all other patients in a vegetative state, particularly since each case may involve a different type of injury.”


The brain researchers, led by Adrian Owen at the Medical Research Council Cognition and Brain Sciences Unit in Cambridge, England, performed scans on the patient’s brain five months after her accident. The imaging technique, called functional M.R.I., reveals changes in activity in specific brain regions. When the researchers spoke sentences to the patient, language areas in her brain spiked in the same way healthy volunteers’ did.


When presented with sentences containing ambiguous words, like “The creak came from a beam in the ceiling,” additional language processing areas also became active, as in normal brains. And when the researchers asked the woman to imagine playing tennis or walking through her house, they saw peaks of activity in the premotor cortex and other areas of her brain that mimicked those of healthy volunteers.


“If you put her scans together with the other 12 volunteers tested, you cannot tell which is the patient’s,” Dr. Owen said in an interview. Doctors from the University of Cambridge and the University of Liège in Belgium collaborated on the research.


Dr. Nicholas Schiff, a neuroscientist at Weill Cornell Medical College in New York, said that the study provided “knock-down, drag-out” evidence for mental awareness, but that it was not clear “whether we’ll see this in one out of 100 vegetative patients, or one out of 1,000, or ever again.”


In a more recent exam, more than 11 months after her injury, the patient exhibited a sign of responsiveness: she tracked with her eyes a small mirror, as it was moved slowly to her right, and could fixate on objects for more than five seconds, said Dr. Steven Laureys, a neurologist at the University of Liège and an author of the study. This means by definition that the young woman has transitioned from an unresponsive, vegetative state to a sometimes responsive condition known as a minimally conscious state, Dr. Laureys said in an interview. An estimated 100,000 Americans exist in this state of partial consciousness, and some of them eventually regain full awareness.


The chances that an unresponsive, brain-damaged patient will eventually emerge depend on the type of injury suffered, and on the length of time he or she has been unresponsive. Traumatic injuries to the head, often from car accidents, tend to sever brain cell connections and leave many neurons intact. About 50 percent of people with such injuries recover some awareness in the first year after the injury, studies find; very few do so afterward. By contrast, brains starved of oxygen - like that of Ms. Schiavo, whose heart stopped temporarily - often suffer a massive loss of neurons, leaving virtually nothing unharmed. Only 15 percent of people who suffer brain damage from oxygen deprivation recover some awareness within the first three months. Very few do after that, and a 1994 review of more than 700 vegetative patients found that none had done so after two years.


The imaging techniques used in the new study could help identify which patients are most likely to emerge - once the tests are studied in larger numbers of unconscious people, said Dr. Joseph Fins, chief of the medical ethics division of New York Presbyterian Hospital-Weill Cornell Medical Center.


Without this context, Dr. Fins said, the imaging tests could create some confusion, because like any medical tests they may occasionally go wrong, misidentifying patients as exhibiting consciousness or lacking it. “For now I think what this study does is to create another shade of gray in the understanding of gray matter,” he said.
Semantic memory pinpointed in the brain

Helen Thomson


The part of the brain responsible for the way we understand words, meanings and concepts has been revealed as the anterior temporal lobe – a region just in front of the ears.


In a novel experiment, neuroscientists pinpointed the exact region of the brain that is responsible for encoding semantic memory, which is disrupted in certain forms of dementia.


Semantic dementia is the second most common form of dementia in under-65s and is associated with significant loss of brain tissue in the temporal lobe. Patients are able to generate speech fluently but lose their knowledge of objects, people and abstract concepts.

Conceptual loss


For example, when shown a picture of a camel, they may understand that it is an animal but will not be able to give its name, and they lose the idea of associated concepts, such as deserts and palm trees. [image: image16.jpg]



The dementia patient's drawings get more bizarre with time

Matthew Lambon-Ralph and colleagues at the University of Manchester in the UK used transcranial magnetic stimulation (TMS) on 12 healthy volunteers in an attempt to detect which area of the brain is responsible for encoding this type of memory.


In some positions, TMS caused the participants to experience a temporary version of the same type of memory loss seen in patients with semantic dementia, he found.

"Tired" neurons


TMS uses a figure-of-eight coil to send a magnetic pulse to stimulate and temporarily "tire out" neurons in specific areas of the brain. When TMS was performed over the temporal lobe, volunteers were unable to associate conceptual ideas to objects: and effect similar to semantic dementia. Within 5 to 10 minutes, brain function returned to normal.


The data allowed Lambon-Ralph and his team to locate semantic memory specifically to the frontal pole of the temporal lobe, an area just in front of the ear. “Conventional neurology thought this memory was associated with Wernick’s area, further back in the temporal lobe. Our new TMS data allows us to provide confirmation that the temporal pole gets involved in encoding a conceptual database,” says Lambon-Ralph.


The findings may one day help researchers treat dementia by targeting gene therapy or administering drugs directly into the brain region responsible for specific types of memory loss, says Clea Warburton, a neuroscientist at the University of Bristol, UK.


The research was announced at the British Association for the Advancement of Science Festival in Norwich, UK.
Cystic fibrosis gene protects against tuberculosis

Debora MacKenzie

The gene that causes cystic fibrosis may persist in human populations because, although two copies of it kill, having just one copy protects against tuberculosis, researchers say.


Researchers at Yale University in Connecticut, US, posed the question: why do people get cystic fibrosis? The lethal disease strikes people with mutations in both copies of a particular gene. Historically, such people died before reproductive age – so the mutant genes would be expected to have gradually died out.


Instead the genes have persisted for thousands of years, especially in people of European descent, of whom the disease strikes one in 3000, and 2% of people carry one mutant gene. Other racial groups have a far lower incidence.


So Europeans must have derived some advantage from one copy of the gene that made up for losing the people with two copies – possibly protection from disease, the researchers reasoned. Sickle cell anaemia is an example of such a disease that persists with high incidence in Africans, since having one copy of the gene protects against malaria.

Historical data


Previous studies into the potential benefit of a single cystic fibrosis (CF) mutation focused on cholera or typhoid, because these diseases involve the protein that is mutated in CF, but little evidence had been found.


In the new study, Eric Poolman and Alison Galvani have plugged data from historical death rates for cholera, typhoid and tuberculosis (TB) into a complex demographic model.


Cholera and typhoid simply did not kill enough people to explain the CF gene’s persistence, they found. Even if one CF gene gave total protection against either disease, this would not be enough selective advantage to push the gene to modern European levels.

Unparalleled epidemic


However, between 1600 and 1900, TB caused 20% of all deaths in Europe, an epidemic unparalleled elsewhere. The model showed that even if it gave only partial protection against TB, the CF gene would easily have reached its current levels in Europeans.


“The stage was set (in Europe) by the long-term presence of tuberculosis, which allowed CF mutations to establish themselves, albeit at some lower level. But then the TB pandemic starting in the seventeenth century allowed CF to really take off.” says Poolman.


By contrast, TB only became a major cause of death in India after 1800 – in which time a protective effect would give CF its modern incidence in India, of about one person in 40,000.

Global resurgence


CF patients and carriers of the gene have some resistance to TB. This could be because TB bacteria need a nutrient that CF patients do not make, Poolman and Galvani suggest.


The team calculates that CF rates will gradually fall where TB is controlled, although only at a rate of 0.1% per year.


But lack of adequate control has led to a global resurgence in TB. This week the World Health Organization warned that a “virtually untreatable”, extremely drug-resistant TB has spread worldwide, in some places accounting for one-fifth of new cases.
Physical washing may help clean your conscience

Phil McKenna

It appears that an element of Lady Macbeth may reside in most of us. The metaphorical desire to wash away one’s sins is not just wishful thinking but evidence of an innate psychological association between moral and physical cleanliness, according to a new study.


Shakespeare’s notorious murderess – who famously shouts “Out damn spot!” as she tries to scrub away imagined bloodstains – may represent an extreme case. Nevertheless, researchers found that study participants who focused on unethical behaviours such as lying, stealing, or betraying friends were more likely to follow up with activities that indicated they felt physically dirty.


Those who were given an opportunity to wash their hands after recalling incidents of immoral behaviour showed signs of a clearer conscious than those who had not washed.


“After we feel morally threatened, we have this deep psychological urge to cleanse ourselves,” says Chen-Bo Zhong at the University of Toronto, Canada, who led the study.

Shower time


Zhong and colleagues, who dubbed this urge to cleanse “the Macbeth effect”, came up with the experiment after noticing similar behaviour in contemporary popular culture.


In nearly every movie involving homicide the actor or actress will jump into the shower to try to wash off, whether they have blood on their hands or not, Zhong says. “It made me wonder if it wasn’t physical cleanliness they were after but a psychological link between physical and moral cleanliness.”


To test his hypothesis, the team asked volunteers to focus on ethical or unethical deeds from their past before participating in various exercises. Those who focused on immoral actions were more likely to select activities or products that involved cleaning, such as selecting an antiseptic wipe over a pencil as a freebie for taking part in the study.

Slimy and rotten


In the final experiment, participants were asked to focus on an example of unethical behaviour from their past and were then given the option to wash their hands. Participants were then asked whether they would volunteer without pay to help a desperate graduate student out of a tight spot.


Seventy-four percent of those who had not washed their hands offered to help, while only 41% of those who had washed volunteered.


This final experiment establishes a link between moral and physical cleanliness, says Philip Tetlock, a psychologist at the University of California, Berkeley, US, who was not involved in the study.


“When you have been associated with something immoral, there are two ways you can cleanse yourself – engaging in moral behaviour or physically cleaning yourself,” Tetlock says. “We talk about things being dirty, slimy, or rotten. A lot of people would say those are just metaphors, but this study shows that there is a connection on a visceral level.”
Alien planet poised to reveal all its secrets

David Shiga

Astronomers have found an extrasolar planet that exhibits ideal geometry known for studying the planet's composition and atmosphere.


More than 200 planets have been found orbiting stars other than the Sun. Almost all of these have been detected indirectly through the slight wobble they produce in their parent star's motion. But this so-called radial-velocity technique provides little information about the planet itself, aside from the size of its orbit and a rough measure of its mass.
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Another technique, however, offers much more information about the planets it finds. With this method, astronomers watch for small dips in a star's brightness produced when a planet passes in front of it and blocks some of its light.


Because astronomers can track the planet's progress and measure how much light it blocks, they can determine its mass, size and orbit precisely.


But this relies on the planet passing in front of its host star, as seen from Earth – an alignment that is surprisingly rare. Until now, only 10 extrasolar planets had been observed to partially eclipse their parent star in such a "transit". 
TrES-2 passes in front of its host star near the 'edge' of the star's disc, making it an ideal candidate for study (Image: Jeffrey Hall/Lowell Observatory)


Now, researchers led by Francis O'Donovan at Caltech, US, have found another transiting planet that could reveal the planet's properties in unprecedented detail.

Modest telescopes


The team discovered it using a network of amateur-sized telescopes called the Trans-Atlantic Exoplanet Survey (TrES). It is the second planet found by the network, so the researchers dubbed it TrES-2.


The planet orbits a Sun-like star just 750 light years from Earth, in the constellation Draco. "It is only for the nearby transiting planets that we can precisely measure the size and mass of the planet, and hence study its composition," O'Donovan says. "That makes each new transiting planet an exciting find."


The team determined that it is slightly larger than Jupiter, with about 1.3 times the giant planet's mass and 1.2 times its radius. It also whips around its host star in just 2.5 days in an orbit just one-tenth that of Mercury's around the Sun.


The researchers also hope to learn about its chemical composition and temperature using NASA's Spitzer Space Telescope, which can detect the planet's own infrared glow by studying slight changes in the brightness of the system as the planet passes behind its star.


Spitzer could also search for the existence of a hot spot on the side of the planet closest to the star. If the observations rule out a hot spot, "it might mean that there are strong winds or other ways of distributing the energy across the planet", O'Donovan told New Scientist.

Postcards from the edge


The geometry of this system makes it better suited for this sort of observation than for any other known transiting planet. That is because it moves across the disc of the star relatively far from the disc's centre.


So when it passes behind the star, its light is blocked on a diagonal by the round edge of the star's disc. Similarly, when it emerges from behind the star, its light is revealed on a diagonal that is slanted the other way. Watch an animation of the transit (avi format), courtesy of Jeffrey Hall and Lowell Observatory.


This asymmetry makes brightness variations across the planet's surface more apparent than they would be if its path simply bisected the star's disc, says the team.


TrES-2 is also in the field of view of NASA's Kepler spacecraft, which is set to be launched in June 2008. Kepler should be able to detect slight variations in the timing of the planet's transits, which could reveal the presence of additional planets in the system, or perhaps even an Earth-sized moon around TrES-2, O'Donovan says.


Kepler might also be able to detect starlight reflected from the planet itself. "No one has really got a firm detection of that before," O'Donovan told New Scientist. Determining whether the planet is bright or dark "will give you an idea of its composition", he says.
Obesity epidemic 'engulfing the entire world'


"This insidious, creeping pandemic of obesity is now engulfing the entire world. It's as big a threat as global warming and bird flu." This warning came from Paul Zimmet during his opening address at the 10th International Congress on Obesity in Sydney on Sunday, according to a report by the Associated Press.


Zimmet, an expert on diabetes at Monash University in Australia, said that overweight people now outnumber the undernourished. The World Health Organization's estimates agree: globally, there are one billion overweight adults, and 300 million of them are obese; in contrast, about 800 million do not have enough to eat. Today obesity is a problem mainly in rich countries, but the WHO estimates that by 2010 the developing world will have more than caught up.


Childhood obesity is also reaching epidemic proportions, with an estimated 22 million children worldwide classed as obese. Ailments related to obesity, such as heart disease, diabetes and stroke, could soon overwhelm health services everywhere.
Colourful beginning for humanity
By Jonathan Amos Science reporter, BBC News, Norwich
This ochre has a groove where the powder has been rubbed out
Evidence is emerging from Africa that colours were being used in a symbolic way perhaps 200,000 years ago, a UK scientist working in the region claims. 
Lawrence Barham has been studying tools and other artefacts left by ancient humans at a site in Zambia. 
He says the range of mineral pigments, or ochres, found there hints at the use of paint, perhaps to mark the body. 
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If correct, it would push back the earliest known example of abstract thinking by at least 100,000 years. 
Being able to conceptualise - the ability to let one thing represent another - was a giant leap in human evolution. 
It was the mental activity that would eventually permit the development of sophisticated language and maths. 
Language proxy 
Shells from Israel that were strung as beads into a necklace or bracelet are widely accepted to be the oldest unequivocal evidence for such behaviour in humans. 
'Oldest jewellery' revealed 
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But Dr Barham said it would be hard to accept that humans were not engaged in such activity much earlier in the archaeological record. 
"As an archaeologist I am interested to find out where colour symbolism first appears because for colour symbolism to work it must be attached to language," the Liverpool University researcher said. 
"Colour symbolism is an abstraction and we cannot work this abstraction without language; so this is a proxy for trying to find in the archaeological record real echoes for the emergence of language," Dr Barham told the British Association's Science Festival. 
Dr Barham's work over the past 10 years has majored on a site known as Twin Rivers, an old cave complex in the south of Zambia. 
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It was occupied by humans some 170,000-300,000 years ago. Which type of human is not clear, however; there is a fragment of bone which could belong to Homo heidelbergensis, the ancestor of modern humans, which like us had a large brain. 
Bright range 
Dr Barham said the tools found at Twin Rivers showed evidence of increasing sophistication, with simple handaxes giving way to small blades and flakes that had to be attached to handles. 
The emergence of this "composite" technology coincided with the systematic use of ochres. Ochre is a soft stone that contains iron oxides; it comes in a range of colours. 
At Twin Rivers there are red, yellow, brown, pink, black and even purple ochres.
If they are scraped, they will produce a powder which can be mixed with animal fat, for example, and used as a paint. 
Dr Barham wonders if ancient humans in Zambia wiped these pigments on their bodies, using them in rituals - just as paints are still used in some cultures today, to mark the passage of warrior to elder, or the coming of age of boys and girls. 
The problem is that there are purely functional uses for this material as well, to preserve hides and as a glue to bind stone blades to their shafts. 
Chance creation 
"If you were to argue that these oxides were purely functional and have no symbolic value, you have to explain away the range of colours that are being selected from different places in the landscape," said Lawrence Barham. 
"Because if it was just for the iron element, any of them would do - the red, or the yellow. Some are closer to the site than others, so it seems that people were deliberately selecting the material for the colour property. That's my argument anyway." 
The Zambian ochres could have been used to paint the skin
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A number of claims have previously been made for conceptual thinking in humans hundreds of thousands of years ago. Many of these claims relate to pieces of rock that are said to represent the human form. 
The Berekhat Ram figure from Israel and the Tan-Tan figure from Morocco, for example, have been presented as the work of Homo erectus. 
But many sceptical researchers believe these items are merely accidents of nature; they are objects that have been moulded into human form through chance geological processes. 
And Dr Barham knows he has some way to go to convince colleagues of his case. 
"Archaeologists are a very cautious group. We set high standards for accepting an interpretation based on symbolism," he told BBC News. 
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