Exploited fish make rapid comeback in world's largest no-take marine reserve network


No-take marine reserves, in which fishing is completely banned, can lead to very rapid comebacks of the fish species most prized by commercial and recreational fisheries, reveals a new study of Australia's Great Barrier Reef published in the June 24th issue of Current Biology, a Cell Press publication.


The researchers found in most cases that coral trout—the major targets of commercial and recreational hook-and-line fisheries in Australia—bounced back in no-take reserves compared to fished sites in two years or less.


" We were surprised that we documented increases in coral trout density of 31% to 68% in such a short time," said study author Garry Russ of James Cook University in Queensland. "Others have seen such rapid increases in smaller-scale studies, usually at one or a few small reserves. The big surprise was that we detected a consistent, rapid increase in multiple large reserves spread over 1000 km offshore and 700 km inshore. This represents a positive and unprecedented response to reserve protection."


The new findings come from a joint study by scientists from James Cook University and the Australian Institute of Marine Science.


Australia's Great Barrier Reef Marine Park generates AU$5.8 billion annually from tourism and fisheries, the researchers said. In mid-2004, the Australian Government rezoned the park, placing more than 20% of each of 70 bioregions within it into the world's largest network of no-take marine reserves, covering more than 100,000 km.


The move sparked intense community interest and affected livelihoods, making monitoring of the new reserve network's effects imperative, the authors noted. In the new study, the teams used underwater visual census to survey reef organisms in new coral reef reserves and in control areas that remained open to fishing before and again 1.5 to 2 years after the reserves were put into place.


They found that the coral trout numbers were significantly higher in no-take reserves than in sites that remained open to fishing in four of five offshore regions and two of three inshore regions of the Great Barrier Reef.


The findings are probably due to decreased fishing mortality inside the new reserves, rather than increased fishing outside, they said. In inshore areas, where most recreational fishing occurs, the data showed increases in coral trout density inside reserves rather than decreases in adjacent fished areas after rezoning.


"Although preliminary, our results provide an encouraging message that bold political steps to protect biodiversity can produce rapid, positive results for exploited species at ecosystem scales," Russ said. "The people of Australia got what they wanted: more protection for an Australian icon. And it will help to boost tourism even more. It is an important lesson for the entire world."

The researchers include Garry R. Russ, School of Marine and Tropical Biology, and ARC Centre of Excellence for Coral Reef Studies, James Cook University, Queensland, Australia; Alistair J. Cheal, Australian Institute of Marine Science, Queensland, Australia; Andrew M. Dolman, Australian Institute of Marine Science, Queensland, Australia; Michael J. Emslie, Australian Institute of Marine Science, Queensland, Australia; Richard D. Evans, School of Marine and Tropical Biology, and ARC Centre of Excellence for Coral Reef Studies, James Cook University, Queensland, Australia; Ian Miller, Australian Institute of Marine Science, Queensland, Australia; Hugh Sweatman, Australian Institute of Marine Science, Queensland, Australia; and David H. Williamson, School of Marine and Tropical Biology, and ARC Centre of Excellence for Coral Reef Studies, James Cook University, Queensland, Australia.
Better tools needed for assessing infant pain


Currently used pain assessment tools may be underestimating the pain response in infants according to a study published in the open access journal PLoS Medicine this week. Dr Slater and colleagues (University College London, UK) studied the association between cortical pain responses in young infants and currently used pain assessment tools which are based on behavioural and physiological measures, such as change in facial expression.


Evidence suggests that inadequate pain management in infants may have immediate and long-term effects. Repetitive pain in preterm infants has been associated with attention deficit disorder, learning disorders and behavioural problems in later childhood.


The researchers studied twelve clinically stable infants on 33 occasions when they required a heel lance for a clinical reason. The relationship between brain activity and a clinical pain score, calculated using the premature infant pain profile (PIPP), was examined in response to this painful event. They found that changes in brain activity correlated to the PIPP scores. These changes were more strongly linked to the behavioural components of the PIPP, e.g., facial expression, than physiological components, e.g., heart rate. They also observed no change in facial expression in 13 of the 33 test occasions but 10 of these showed a positive brain response.


While this was a small single-centre study on clinically stable infants, the results raise further awareness of the ability of infants to experience pain. And, as the authors say, the results highlight the possibility that "pain assessment based on behavioural tools alone should be interpreted with caution as they could under estimate the total pain response."

Citation: Slater R, Cantarella A, Franck L, Meek J, Fitzgerald M (2008) How well do clinical pain assessment tools reflect pain in infants? PLoS Med 5(6): e129.

http://medicine.plosjournals.org/perlserv/?request=get-document&doi=10.1371/journal.pmed.0050129

PRESS-ONLY PREVIEW OF THE ARTICLE: http://www.plos.org/press/plme-05-06-slater.pdf
Subtle nervous system abnormalities appear to predict risk of death in older individuals


Subtle but clinically detectable neurological abnormalities, such as reduced reflexes and an unstable posture, may be associated with the risk of death and stroke in otherwise healthy older adults, according to a report in the June 23 issue of Archives of Internal Medicine, one of the JAMA/Archives journals.


Previous research has linked subtle neurological abnormalities—which also include resting tremors and differences in hand strength—to poor physical function and to falls, according to background information in the article. In addition, other studies of apparently healthy older individuals have shown that those with subclinical diseases of different organs, such as subtle signs of heart trouble that have not yet led to a heart disease diagnosis, are more likely to become physically or mentally impaired.


Marco Inzitari, M.D., of the University of Florence, Italy, and colleagues studied 506 individuals (average age 72.5) who did not have neurological disease beginning in 1995. A neurological examination was administered then and again four years later. Deaths and cerebrovascular events, such as stroke, were tracked for an average of eight years.


At the beginning of the study, 59 percent of the participants had at least one subtle neurological abnormality, with an overall average of 1.1 per individual. After adjusting for age and sex, an increasing number of such abnormalities was associated with more severe disabilities, more symptoms of depression and declining cognitive (thinking, learning and memory) and functional status. Compared with individuals who had fewer than three subtle neurological abnormalities, those who had three or more subtle neurological abnormalities were more likely to die or experience a cerebrovascular event over eight years.


Based on these findings, "a simple neurological examination seems to be an additional prognosticator of hard outcomes, particularly death, above and beyond other measures used in clinical practice," which currently include other performance-based tests for cognitive and physical function and depressive symptoms, the authors write. "It is likely that the neurological examination might capture additional information about the integrity of the nervous system in apparently healthy older adults."


"Our data support the hypothesis that subtle neurological abnormalities in elderly individuals are a manifestation of early brain damage, a finding that may have important implications in research studies on the prevention of age-related cognitive and functional decline. Understanding the nature of dysfunctions underlying the decline in physical performance and disability contributes to planning specific preventive interventions," they conclude.

(Arch Intern Med. 2008;168[12]:1270-1276. Available pre-embargo to the media at www.jamamedia.org.)

Editor's Note: This work was supported by the Italian Ministry of Scientific and Technological Research (National Special Project on Heart Failure), by the government of Tuscany and by the Azienda Ospedaliero-Universitaria Careggi-Firenze, Italy. Please see the article for additional information, including other authors, author contributions and affiliations, financial disclosures, funding and support, etc.

Editorial: Findings Useful for Research, Clinical Practice

Combining the new findings with previous work about life expectancy, "a typical physician caring for a healthy older adult could use a simple routine neurological examination to provide his or her patients with valuable prognostic information," write Malaz Boustani, M.D., M.P.H., and Michael D. Justiss, Ph.D., of the Regenstrief Institute Inc., Indianapolis, and colleagues in an accompanying editorial.

The scale could also be used to identify at-risk older adults and enroll them in research studies of interventions to prevent disability and eventually increase the active life expectancy of the aging population, Drs. Boustani and Justiss note.

(Arch Intern Med. 2008;168[12]:1252-1253. Available pre-embargo to the media at www.jamamedia.org.)
Life on the edge: To disperse, or become extinct?

Plants existing at the edges of their natural habitats may enhance survival of the species during global warming, says Queen's prof

(Kingston, ON) – The hardiest plants and those most likely to survive the climatic shifts brought about by global warming are now easier to identify, thanks to new research findings by a team from Queen's University.


"Predicting the speed at which plants are likely to migrate during climate warming could be key to ensuring their survival," says Queen's Biology professor Christopher Eckert.

[image: image1.png]



Populations of plants growing at the outer edges of their natural "geographic range" exist in a precarious balance between extinction of existing populations and founding of new populations, via seed dispersal into vacant but suitable habitat. "Policy makers concerned with preserving plant species should focus not only on conserving land where species are now, but also where they may be found in the future," says Dr. Eckert.

This observation stems from his recent study – published in the scientific journal New Phytologist – which shows for the first time that natural selection gives a boost to the seed dispersal traits of those plants growing at the edges of their natural ranges.


If species are going to persist in the face of a changing climate, they must move to stay within the climate zone to which they are best adapted, Dr. Eckert explains. Their ability to relocate with shifts in regional climate brought about by global warming will largely depend on their capacity for dispersal, especially in populations near the limit of their geographical distributions.
Plants at range limits produce seeds with larger wings, Dr. Eckert discovered.

Queen's University
[image: image2.png]



With undergraduate student Emily Darling and PhD student Karen Samis, Dr. Eckert studied the geographic distribution and dispersal biology of Abronia umbellata (pink sand verbena), a flowering plant endemic to the Pacific coastal dunes of North America. By surveying plants throughout the 2000-km geographic range, and measuring seed dispersal with a wind tunnel in the Faculty of Applied Sciences, they showed that plants at range limits produce seeds with larger wings, thus increasing dispersal in the winds that commonly buffet costal habitats.

"The way evolution works at range limits has been brought into sharper focus by the debate over how species will respond via migration to climate warming," says Dr. Eckert. "It's clear that these marginal populations are adapted in ways that more central populations aren't."
Dr. Eckert studied distribution and dispersal of the pink sand verbena, growing along the Pacific coastal dunes of North America.  Queen's University

According to Cornell University biologist Monica Geber, in an editorial focused on this new research, the Queen's team has "flipped the question of dispersal limitation on its head to ask whether range-edge populations have diverged, through adaptive evolution, from central populations to increase their colonizing ability."


There has been considerable debate as to whether these northern peripheral populations are worth conserving, Dr. Eckert notes. If they possess adaptations that will enhance their ability to expand their range during climate change, then the answer is yes, he says. His team has recently shown that in Vaccinium stamineum (deerberry) – a threatened plant related to the blueberry – the capacity for seed dispersal appears to increase sharply towards the range limit in Canada.


In addition, some threatened Canadian populations produce high-quality seeds that exhibit rapid germination and particularly high seedling growth.


"These observations are consistent with our work on coastal dune plants, suggesting that our results may have general relevance and significance for species conservation in changing global environments" says Dr. Eckert.

Contacts: Nancy Dorrance, Queen's News & Media Services, 613.533.2869

Molly Kehoe, Queen's News & Media Services, 613.533.2877
Primate's scent speaks volumes about who he is

DURHAM, N.C. -- Perhaps judging a man by his cologne isn't as superficial as it seems.


Duke University researchers, using sophisticated machinery to analyze hundreds of chemical components in a ringtailed lemur's distinctive scent, have found that individual males are not only advertising their fitness for fatherhood, but also a bit about their family tree as well.


"We now know that there's information about genetic quality and relatedness in scent," said Christine Drea, a Duke associate professor of biological anthropology and biology. The male's scent can reflect his mixture of genes, and to which animals he's most closely related. "It's an honest indicator of individual quality that both sexes can recognize," she said.


Lemurs, distant primate cousins of ours who split from the family tree before the monkeys and apes parted ways, have a complex and elaborate scent language that until recently was completely undiscovered by humans. Drea said it's language that is undoubtedly richer than we can imagine.


"All lemurs make use of scent," she said. "The diversity of glands is just amazing."


Ringtailed males have scent glands on their genitals, shoulders and wrists, each of which makes different scents. Other lemur species also have glands on their heads, chests and hands. Add to these scents the signals that can be conveyed in feces and urine, and there's a lot of silent, cryptic communication going on in lemur society.


Wearing a scent-based nametag declaring one's genetics is probably useful in avoiding aggression with closely related males, Drea said. It's also quite likely to help prevent inbreeding by signaling family relationships to females, but the research to prove that is still ongoing.


For this study, Drea and postdoctoral fellows Marie Charpentier and Marylène Boulet focused solely on male ringtailed lemurs living at the Duke Lemur Center (http://lemur.duke.edu/).


The males have a gland and spike on each wrist that is used to scratch and mark saplings with highly aromatic scents. A pair of glands on the shoulders "like misplaced nipples" manufacture squalene, a scent molecule that works like glue to keep the more aromatic compounds in place longer. Males can be seen dabbing the wrist gland on the chest gland and then scratch-marking. The wrist glands are also central to the "stink fighting" of ringtails, in which they rub the glands along the length of their bushy tails, and then foist them into each others' face to express dominance.


Most importantly, the male also has a scent gland on his scrotum that becomes critical to marking territory and advertising fitness during mating season. He does a handstand and rubs this gland directly onto a tree trunk to let any interested lemurs know who he is and what he's made of.


Scent not only speaks volumes, it's physiologically expensive to make, Drea said. When a lemur is ill or socially stressed, its scent changes dramatically. "If he loses his signals, it's quite likely its because he's less genetically fit," Drea said. "And his sexual or social partners can know that."


Female ringtailed lemurs have just one scent gland in the genital area, but their scent is more complex than the males'. Via scent, females may advertise not only their fertility, but the presence of a pregnancy and how far along it is, Drea said.


To a human, a lemur has a sort of musky scent. "In its little vial, the sample smells just terrible," said Charpentier, the postdoctoral fellow who deciphered the genetics and is now examining the behavioral response to these scents.


But under a gas chromatograph and mass spectrometer, postdoctoral fellow Boulet found that the powerful musk resolves into at least 203 different chemical compounds in a complex mix that has been found to vary not only by season, but by an individual's genetics as well. Boulet conducted this analysis after collecting cotton swabs of scent from the scrotums and other parts of 19 male lemurs throughout the seasons.


These findings fit with work done on how people feel about the odors individual humans leave behind on a T-shirt and sheds more light on Charles Darwin's theories about sexual selection being one of the drivers of evolution, Drea said. In both cases, there is some subtle signaling in scent that apparently helps govern mate choice or nepotism, even when humans' meager sense of smell isn't conscious of it, she said.

The research paper "Smelling Right: The scent of male lemurs advertises genetic quality and relatedness," appears online in the journal Molecular Ecology (http://www.blackwell-synergy.com/toc/mec/0/0) and was funded by the National Science Foundation.  More information about Christine Drea is available at http://fds.duke.edu/db/aas/BAA/faculty/cdrea. 
Scientifically valid prevention programs cut rates of juvenile delinquency


Seventh-grade students in U.S. communities that have set up scientifically validated programs to reduce juvenile delinquency have a significantly smaller chance of engaging such behavior than do children in towns that have not adopted such programs.


Students in 12 Colorado, Illinois, Kansas, Maine, Oregon, Utah and Washington towns that installed such prevention programs were 27 percent less likely to be involved in delinquency than were students in 12 matched towns in those states that didn't set up programs, according to a new University of Washington study published this week in the Journal of Adolescent Health.


The early finding comes from the Community Youth Development Study that is tracking the behavior of more than 4,400 students for five years in the 12 pairs of small-to moderate-size towns. The data come from the third year of the study, which is continuing.


"This finding is very important because early initiation of delinquent behavior in children before the age of 14 is a predictor of later substance abuse, chronic criminal behavior and mental health problems," said J. David Hawkins, lead author and director of the study. "It is exciting because we didn't expect to find these community-wide effects until about five years. The seventh grade is still pretty young and this may bode well for other behavioral outcomes."


The study is being conducted by the UW's Social Development Research Group, a part of the School of Social Work, with funding from the National Institute on Drug Abuse, the National Cancer Institute, National Institute of Child Health and Human Development, National Institute of Mental Health and the Center for Substance Abuse Prevention.


At the start of the study, all fifth-grade students in the 24 cities filled out questionnaires that included questions about delinquent behavior, asking for example whether they had stolen anything worth more than $5, purposely damaged or destroyed property that didn't belong to them or attacked someone with the intent of causing seriously harm. The questionnaires administered again when the students were in the sixth and seventh grades.


The study is an experimental test of the Communities That Care program developed by the Social Development Research Group. To set up the study, the researchers recruited and matched 12 pairs of cities by population, racial and ethnic diversity, crime rates and other factors. One city in each pair was randomly chosen to test Communities That Care and received training over the first year in how to implement it and build a supportive community coalition.


Part of the training included a process for each town to identify its risk factors that contribute to juvenile delinquency. Once these were identified, the communities were asked to select between two and five of them as their top priorities. After that they were given information about tested programs that addressed each priority risk factor, selected programs they would implement and were trained in how to implement these programs. The other cities were given no assistance.


"Communities That Care is designed to empower communities to collect and use data on the risks their children face, and also on strength of the community, and then use this information to choose prevention and early intervention programs that have been tested and shown to be effective," said Hawkins.


"Historically, this country has believed in building coalitions to deal with youth problems in a community, but they haven't been shown to be effective. What's exciting is that this demonstrates that if you provide a community coalition with the skills and tools of prevention science, that coalition can help its kids actually avoid delinquent behavior. We can use the resources of a community to solve its problems by working smarter."


Data from the study showed the intervention community's programs had little effect in reducing the number of children who began using cigarettes, alcohol, drugs and other substances by the end of the seventh grade. This was expected, according to Hawkins, because most young people initiate substance use at an older age.

Coauthors of the study are Social Development Research Group scientists Eric Brown, Sabrina Oesterle, Michael Arthur and Richard Catalano and educational psychology professor Robert Abbott.

For more information, contact Hawkins at (206) 543-7655 or jdh@u.washington.edu Brown at (206) 221-3195 or ricbrown@u.washington.edu or Oesterle at (206) 543-7187 or soe@u.washington.edu
Study shows single insecticide application can kill 3 cockroach generations

WEST LAFAYETTE, Ind. - One dose of an insecticide can kill three generations of cockroaches as they feed off of each other and transfer the poison, according to Purdue University entomologists who tested the effectiveness of a specific gel bait.


It is the first time that scientists have shown that a pest control bait will remain effective when it's transferred twice after the first killing dose, said Grzegorz "Grzesiek" Buczkowski, assistant professor of entomology. Passing the insecticide from one cockroach to the next is called horizontal transfer.


"Our findings are exciting because cockroaches are difficult to control since they multiply so rapidly," Buczkowski said. "They are especially bad in urban housing, and they can cause health problems."


It's difficult to find and rid areas of the insects because cockroaches come out at night and live in inaccessible places, he said. They invade places where they easily can find plenty of food and water. In addition, cockroaches are attracted to where other cockroaches are by a chemical compound, called pheromones, that animals secrete and which influences other cockroaches' behavior.


In a laboratory study, the scientists used German cockroaches, the most common household species in the United States, to test a DuPont product with the active ingredient indoxacarb. Although the researchers only studied indoxacarb, Buczkowski said it's possible other insecticides also may have three-generation horizontal transfer kill capabilities.


In the first transfer of the insecticide from a dying adult to the youngest stage nymphs, an average of 76 percent of these cockroaches also succumbed to the indoxacarb-containing excretions from the dying cockroaches, the researchers report in the June issue of the Journal of Economic Entomology. In the third stage of transfer, or tertiary kill, an average of 81 percent of the adult male cockroaches that ate the dead nymphs' bodies also died. Both statistics were taken 72 hours after the insects were exposed to a cockroach already affected by indoxacarb.


Mortality of cockroaches at the fourth level, three times removed from the original insecticide dose, was not any higher than for those insects that hadn't been exposed to the insecticide through any method, said Buczkowski, director of the Purdue Industrial Affiliates Program.


Adult German cockroaches are a shiny orangey tan and about half an inch long. The youngest nymphs, as used in this study, are called first instars and are one to five days old. Nymphs go through five stages on their way to adulthood.


In addition to attracting more cockroaches with the pheromones in their feces, the insects can cause other problems.


"Cockroaches molt their skin as they go from one nymph stage to the next, and there is a huge accumulation of the skin left in the areas where they live," Buczkowski said. "The dead skin becomes airborne and causes allergies and asthma. It's really the biggest problem with cockroaches."


Buczkowski plans to investigate tertiary kill with other cockroach baits and possibly look at horizontal transfer of insecticides in natural settings rather than just in the laboratory.

The other researchers involved in this study were Gary Bennett, Purdue entomology professor, and Clay Scherer, global product development manager for DuPont Professional Products.

The Purdue Industrial Affiliates Program and DuPont funded this project. The Purdue faculty members involved in the research have no financial interest in DuPont or its insecticide Advion® Cockroach Gel.
Anti-inflammatory drug blocks brain plaques


Brain destruction in Alzheimer's disease is caused by the build-up of a protein called amyloid beta in the brain, which triggers damaging inflammation and the destruction of nerve cells. Scientists had previously shown that preventing individual amyloid beta proteins from sticking to one another minimized brain lesions and protected nerve cells against damage.


The new study—a collaborative effort by researchers in Germany and the US—shows that an anti-inflammatory drug (called CNI-1493) may have the same effect. The drug—already tested in humans for the treatment of inflammatory diseases—protected nerve cells against amyloid beta –induced damage in culture. In mice prone to developing an Alzheimer's-like disease, the drug decreased brain inflammation and improved memory and cognitive function.


Other anti-inflammatory drugs, such as ibuprofen, have been shown to reduce Alzheimer's disease lesions in the brains of rodents, but CNI-1493 appears to be faster and more effective. If these results hold up in humans, CNI-1493 may provide a more effective alternative to current Alzheimer's therapies, which temporarily prolong the function of nerve cells but do not prevent their destruction.
Olympic start gun gives inside runners an edge

* 11:35 23 June 2008

* NewScientist.com news service

* Bob Holmes


When Olympic sprinters dash down the track in Beijing this August, the fastest athlete may not take home the gold medal. Current start-gun technology gives athletes on the inside lanes an unfair advantage right off the blocks.


Although officials are aware of the problem, they have no plans to correct it before the Beijing games this summer.


Sound from the starter's gun is known to take longer to reach athletes who start from the outside lanes than their competitors on the inside. Now a new study suggests that competitors nearest the gun have another advantage – the loudness of the bang shocks them into starting more quickly.


Together, these extra boosts may amount to more than a tenth of a second in some races, which is easily enough to make the difference between gold and silver.

Unfair advantage?


It can take 150 milliseconds longer for sound to travel from the starter's gun to runners in the outside lanes in races such as the 4 x 100 metre relay, where the runners' starting positions are staggered.


To correct for this unfairness, many major athletics events broadcast a start tone through loudspeakers set just behind each runner's starting blocks, so that every runner should hear the start at exactly the same time.


Most major meets also use a "silent gun" where the starter's gun serves only to trigger the start tone. The Olympics, however, still also uses a "loud gun" which also makes the traditional bang.


Several studies show that this bang gives some runners an unfair advantage. At both the 1996 Atlanta Olympics and the 2004 Athens games, runners in the outside lanes of relay races were slower out of the blocks than runners on inner lanes.


In fact, each lane's delay in starting was exactly what you would predict if the runners were responding to the sound of the gun, says Jesus Dapena, a biomechanist at Indiana University in Bloomington who began studying the problem three years ago.

Tense runners


Runners in lane eight got off the mark on average about 150 milliseconds after runners in lane one, Dapena found. A time delay of that magnitude translates to about a metre's difference at the finish line.


"That's a big handicap for an athlete that can't afford to be giving any handicaps out," says Kevin Tyler, director of the Canadian Athletics Coaching Centre at the University of Alberta in Edmonton, who coaches some of Canada's Olympic sprinters.


In fact, Tyler notes, the effect may be bigger than that because sprinters often tense up and run more poorly when they perceive they have had a bad start.

The loudness of the gun is a second problem. David Collins, a neuroscientist at the University of Alberta, and his colleagues recently found that both trained sprinters and untrained volunteers burst out of the starting blocks about 18 milliseconds more quickly in response to start signals of 120 decibels than to signals of 80 decibels.

Startle response


The louder sound was also more likely to provoke a startle response, which increased reaction time by a further 18 milliseconds, they found. This should give a further edge to runners in the inside lanes, who will hear a louder gunshot. "They should get rid of the loud gun," says Collins. "Then everything would be all right."


Olympic officials are aware that runners in outside lanes get slower starts, says Imre Matrahazi, technical manager for the International Association of Athletics Federations (IAAF) in Monaco, the international body that oversees athletics.


The IAAF is developing new standards that will correct the problem, he says, but they see no need to make emergency changes before the Beijing Olympics.


In fact, Peter Huerzeler, who recently retired as head of athletics timing for Swiss Timing, the consortium of companies that handles starts and timing for the Olympics, blames the runners for their slow starts. "They are not listening to the signal from the starting blocks," he says.

Journal reference: Medicine and Science in Sports and Exercise (DOI: 10.1249/MSS.0b013e31816770e1)
Why anaesthetics can make the pain worse

* 22:00 23 June 2008

* NewScientist.com news service

* Alison Motluk


When you undergo surgery, you expect general anaesthetic to take the pain away, not make it worse. But new research suggests that many commonly used anaesthetics may worsen post-operative soreness and inflammation by activating peripheral pain pathways.


Gerard Ahern at Georgetown University in Washington DC and his colleagues have now figured out how this happens. Their work could help doctors choose the least painful anaesthetic for different medical procedures.


General anaesthetics work by depressing the central nervous system and inducing temporary unconsciousness. Some general anaesthetics also cause pain, however. For instance, Propofol often causes a burning sensation at the injection site, while isoflurane can seriously irritate the respiratory tract.


The researchers tested the effects of various anaesthetics on different receptors found on sensory neurons and found that ones that caused pain activated a receptor called TRPA1.


To confirm whether this was the channel mediating pain, the researchers injected different anaesthetics into the noses of mice genetically engineered to lack the receptor. These mice did not experience pain whereas ordinary mice did.

Inflamed ears


The researchers also wanted to see if some anaesthetics contributed to inflammation. When an inflammatory agent was applied to the ears of mice anaesthetised with isoflurane, the mice experienced significantly more swelling than mice that received another kind of anaesthetic.


Since general anaesthesia use almost always coincides with surgical tissue damage, the researchers say the wrong choice of anaesthetic could lead to extra pain and inflammation. Surgeons might consider giving more thought to which anaesthesia drugs they select, says Ahern.


Some newer, more expensive agents, such as sevoflurane, do not activate the TRPA1 receptor, and so should not contribute to pain and inflammation. Alternatively, pre-emptive inhibitors that blunt the extra pain could be developed and administered alongside the more pungent general anaesthetics, he suggests.

Journal reference: PNAS, DOI: 10.1073/pnas.0711038105
Organic pigs breed more bad bugs


Animals reared in natural, outdoor conditions without nasty modern drugs yield healthier meat, right? Not necessarily.


Wondwossen Gebreyes and colleagues at Ohio State University in Columbus tested US pigs for antibodies - telltale signs of infection - to pathogens that can also affect humans. They found traces of Salmonella in 39 per cent of pigs raised in standard indoor pens and routinely given antibiotics, but in 54 per cent of organic pigs raised outdoors without the drugs (Foodborne Pathogens and Disease, vol 5, p 199).


This poses a dilemma, says Gebreyes: giving pigs routine antibiotics favours antibiotic-resistant bacteria, but not giving them drugs means more animals carry Salmonella, which causes a million cases of food poisoning a year in the US alone.


They also found traces of the parasite Toxoplasma, carried by cats and other animals, in 1 per cent of conventional pigs but 7 per cent of free-range animals. The parasite can damage developing fetuses.


Worse, the US team found two organic pigs with signs of infection with Trichinella, a roundworm that can cause chronic disease and even kill when people eat undercooked pork. Trichinella is nearly eradicated in livestock in the US and Europe, though it persists in wildlife. Finding it in two pigs of the 600 tested is 23 times its average frequency in US pigs.


"Does having an antibiotic-free and animal-friendly environment cause the re-emergence of historically significant pathogens?" Gebreyes asks. "That is an extremely important question for consumers, policy-makers and researchers."
Electromagnetic interference from some identification devices may pose hazards to medical equipment

The use of radio frequency identification devices appears to have the potential to cause critical care medical equipment to malfunction, according to a study in the June 25 issue of JAMA.


"Applications of autoidentification technologies such as radio frequency identification (RFID) in everyday life include security access cards, electronic toll collection, and antitheft clips in retail clothing. RFID applications in health care have received increasing attention because of the potentially positive effect on patient safety and also on tracking and tracing of medical equipment and devices. The current expenditure levels on RFID systems within health care in the United States are estimated to be approximately $90 million per year with 10-year growth projections to $2 billion," the authors write.


Possible applications of RFID include drug blister packs, which could be marked to prevent drug counterfeiting; and the quality of blood products being monitored with temperature-sensitive RFID tags. The decreasing size and cost of RFID tags also permits use in surgical sponges, endoscopic capsules and endotracheal tubes, according to background information in the article. The potential for harmful electromagnetic interference (EMI) by electronic anti-theft surveillance systems on implantable pacemakers and defibrillators is known, but the effect on critical care devices in not certain.


Remko van der Togt, M.Sc., of Vrije University, Amsterdam, the Netherlands, and colleagues conducted a study in a controlled, non-clinical setting to assess and classify incidents of electromagnetic interference by RFID on critical care equipment. The tests were performed in a one-bed patient room in an intensive care unit (ICU) and with no patients present. Electromagnetic interference by two RFID systems (active [with batteries and ability to transmit information] and passive [without batteries, information retrieved by RFID reader] was assessed in the proximity of 41 medical devices (in 17 categories, 22 different manufacturers). The devices included items such as external pacemakers, mechanical ventilators, infusion/syringe pumps, dialysis devices, defibrillators, monitors and anesthesia devices. Incidents of EMI were classified according to a critical care adverse events scale as hazardous, significant, or light.


All 41 medical devices were submitted to 3 EMI tests resulting in 123 EMI tests. A total of 34 EMI incidents were found; 22 were classified as hazardous, 2 as significant, and 10 as light. The passive signal induced a higher number of incidents (26 in 41 EMI tests; 63 percent), and hazardous incidents (17), compared with the active signal.


Hazardous incidents included: total switch-off and change in set ventilation rate of mechanical ventilators; complete stoppage of syringe pumps; malfunction of external pacemakers; complete stoppage of renal replacement devices, and interference in the atrial and ventricular electrogram curve read by the pacemaker programmer.


The median (midpoint) distance between reader and device at which all types of incidents occurred was 11.8 inches. Hazardous incidents occurred at a median distance of 9.8 inches.


"The lack of standardization of RFID in health care permits RFID systems originally designed for logistics to enter the medical arena on the basis of requirements such as the range at which medical tagged items or individuals are to be detected. However, the economic benefits of optimal health care logistics, including a supply chain of RFID-tagged disposables or pharmaceuticals, could face barriers in the critical care environment. The intensity of electronic life-supporting medical devices in this area requires careful management of the introduction of new wireless communications such as RFID," the authors write.


"Implementation of RFID in the ICU and other similar health care environments should require on-site EMI tests in addition to updated international standards."

(JAMA. 2008;299[24]:2884-2890. Available pre-embargo to the media at www.jamamedia.org)

Editor's Note: Please see the article for additional information, including other authors, author contributions and affiliations, financial disclosures, funding and support, etc.

Editorial: Taming the Technology Beast

In an accompanying editorial, Donald M. Berwick, M.D., M.P.P., F.R.C.P., of the Institute for Healthcare Improvement, Cambridge, Mass., writes that this study provides important information.

"From the particular case of RFID and EMI, therefore, emerge 2 important lessons. First, design in isolation is risky; even the most seductive technology will interact in the tightly coupled health care world in ways physicians and other members of the health care team had better understand, or they and their patients may pay a dear price. Second, no matter how good the design, in the end the battle for high safety and reliability in health care is never won. Safety is not a condition, it is a process. It can only emerge continually in a culture that is alert, cooperative, transparent, and resilient when the unexpected happens, as it always will."

(JAMA. 2008;299[24]:2898-2899. Available pre-embargo to the media at www.jamamedia.org)

Editor's Note: Please see the article for additional information, including financial disclosures, funding and support, etc. 
Our genome changes over lifetime, Johns Hopkins experts say

May explain many 'late-onset' diseases


Researchers at Johns Hopkins have found that epigenetic marks on DNA-chemical marks other than the DNA sequence-do indeed change over a person's lifetime, and that the degree of change is similar among family members. Reporting in the June 25 issue of the Journal of the American Medical Association, the team suggests that overall genome health is heritable and that epigenetic changes occurring over one's lifetime may explain why disease susceptibility increases with age.


"We're beginning to see that epigenetics stands at the center of modern medicine because epigenetic changes, unlike DNA sequence which is the same in every cell, can occur as a result of dietary and other environmental exposure," says Andrew P. Feinberg, M.D., M.P.H, a professor of molecular biology and genetics and director of the Epigenetics Center at the Johns Hopkins School of Medicine. "Epigenetics might very well play a role in diseases like diabetes, autism and cancer."


If epigenetics does contribute to such diseases through interaction with environment or aging, says Feinberg, a person's epigenetic marks would change over time. So his team embarked on an international collaboration to see if that was true. They focused on methylation-one particular type of epigenetic mark, where chemical methyl groups are attached to DNA.


"Inappropriate methylation levels can contribute to disease-too much might turn necessary genes off, too little might turn genes on at the wrong time or in the wrong cell," says Vilmundur Gudnason, MD, PhD, professor of cardiovascular genetics at the University of Iceland director of the Icelandic Heart Association's Heart Preventive Clinic and Research Institute. "Methylation levels can vary subtly from one person to the next, so the best way to get a handle on significant changes is to study the same individuals over time."


The researchers used DNA samples collected from people involved in the AGES Reykjavik Study (formerly the Reykjavik Heart Study). Within the study, about 600 people provided DNA samples in 1991, and again between 2002 and 2005. Of these, the research team measured the total amount of DNA methylation in each of 111 samples and compared total methylation from DNA collected in 2002 to 2005 to that person's DNA collected in 1991.


They found that in almost one-third of individuals, methylation changed over that 11-year span, but not all in the same direction. Some individuals gained total methylation in their DNA, while others lost. "What we saw was a detectable change over time, which showed us proof of the principle that an individual's epigenetics does change with age," says M. Daniele Fallin, Ph.D., an associate professor of epidemiology at the Johns Hopkins Bloomberg School of Public Health. "What we still didn't know was why or how, but we thought 'maybe this, too, is something that's heritable' and could explain why certain families are more susceptible to certain diseases."


The team then measured total methylation changes in a different set of DNA samples collected from Utah residents of northern and western European descent. These DNA samples were collected over a 16-year span from 126 individuals from two- and three-generation families.


Similar to the Icelandic population, the Utah family members also showed varied methylation changes over time. But they found that family members tended to have the same kind of change-if one individual lost methylation over time, they saw similar loss in other family members.


"We still haven't concretely figured out what this means for health and disease, but as an epidemiologist, I think this is very interesting, since epigenetic changes could be an important link between environment, aging and genetic risk for disease," Fallin says.

The research was funded by the National Institutes of Health, Swedish Cancer Foundation, Icelandic Parliament, Huntsman General Clinical Research Center, W. M. Keck Foundation, George S. and Delores Doré Eccles Foundation, Fulbright Foundation and the Icelandic Student Innovation Fund.

Authors on the paper are Hans Bjornsson, Martin Sigurdsson, Rafael Irizarry, Hengmi Cui, Wenqiang Yu, Michael Rongione, Fallin and Feinberg, all of Hopkins; Thor Aspelund, Gudny Eiriksdottir and Vilmundur Gudnason of Hjartavernd, Reykjavik, Iceland; Tomas Ekstrom of Karolinska Institute, Stockholm, Sweden; Tamara Harris and Lenore Launer of the National Institute on Aging, Bethesda, Md.; Mark Leppert of University of Utah, Salt Lake City; and Carmen Sapienza of Temple University Medical School, Philadelphia, Pa.

On the Web:  http://www.hopkinsmedicine.org/ibbs/research/epigenetics/

http://jama.ama-assn.org/
Individual Trading Positively Related to Future Returns

Durham, N.C. – June 24, 2008 – A new study in the Journal of Finance reveals that individual trading is positively associated with future short-horizon returns. Documenting a pattern for individual investor trading in the U.S., researchers show that prices go up in the month after intense buying by individuals and go down after intense selling by individuals.


Ron Kaniel, PhD, of Duke University, Gideon Saar of Cornell University, and Sheridan Titman of the University of Texas at Austin, examined the trading activity of individuals using a data set provided by the New York Stock Exchange.


The study documented excess returns in the month following intense buying by individuals and negative excess returns after individuals sell. Results also found that the trades of individuals can be used to forecast future returns. Stocks experience statistically significant excess returns of 0.80% in the 20 days following a week of intense buying by individuals and 0.33% following a week of intense individual selling.


The authors conclude that “these results, which suggest that individual investors implicitly provide liquidity to institutional investors, highlights the importance of better understanding the roles played by different market participants.”
Blue light used to harden tooth fillings stunts tumor growth


A blue curing light used to harden dental fillings also may stunt tumor growth, Medical College of Georgia researchers say.


"The light sends wavelengths of blue-violet light to the composite, which triggers hardening," says Alpesh Patel, a rising MCG School of Dentistry junior. "The light waves produce free radicals that activate the catalyst and speed up polymerization of the composite resin. In oral cancer cells, though, those radicals cause damage that decreases cell growth and increases cell death."


Mr. Patel, who has been working with Dr. Jill Lewis, associate professor of oral biology, Dr. Regina Messer, associate professor of oral rehabilitation and oral biology, and Dr. John Wataha, adjunct professor of oral rehabilitation and oral biology, studied 10 tumor-bearing mice, five treated with the light and five untreated.


He exposed half the mice to the blue light for 90 seconds a day for 12 days. Then the tumors were extracted and each one was split into two sections. Half were used to create slides for tissue analysis, and half were frozen to prepare protein extracts.


Tissue analysis indicated an approximate 10 percent increase in cell suicide, or apoptosis, in the light-treated tumors. The frozen protein extracts revealed a nearly 80 percent decrease in cell growth in the light-treated tumors.


"The decrease in cell growth, combined with increased apoptosis, helps explain why the tumors didn't grow as much because you have cells that aren't dividing and you have cells that are committing suicide," Mr. Patel says.


Dr. Lewis predicts treating the tumors with blue light sooner will increase the rate of apoptosis, possibly preventing the tumor from ever becoming measurable and easing treatment.


"One desirable feature we've observed with the blue light is that non-cancerous cells appear unaffected at light doses that kill tumor cells," says Dr. Lewis. "We're thinking that some day, blue light therapy may serve as an adjunct to conventional cancer therapy. Patients may, therefore, receive lower doses of chemotherapy, which would decrease the adverse effects most cancer patients experience from standard chemotherapy regimens."

Mr. Patel presented his findings at the 2008 American Association for Dental Research Student Research Group DENTSPLY/Caulk competition, winning third place in the basic science category. He and rising junior MCG School of Dentistry student Beth Rainwater were two of only seven students nationwide to be selected for the competition.

Researchers develop neural implant that learns with the brain


Devices known as brain-machine interfaces could someday be used routinely to help paralyzed patients and amputees control prosthetic limbs with just their thoughts. Now, University of Florida researchers have taken the concept a step further, devising a way for computerized devices not only to translate brain signals into movement but also to evolve with the brain as it learns.


Instead of simply interpreting brain signals and routing them to a robotic hand or leg, this type of brain-machine interface would adapt to a person's behavior over time and use the knowledge to help complete a task more efficiently, sort of like an assistant, say UF College of Medicine and College of Engineering researchers who developed a model system and tested it in rats.


Until now, brain-machine interfaces have been designed as one-way conversations between the brain and a computer, with the brain doing all the talking and the computer following commands. The system UF engineers created actually allows the computer to have a say in that conversation, too, according to findings published this month online in the Institute of Electrical and Electronics Engineers journal IEEE Transactions on Biomedical Engineering.


"In the grand scheme of brain-machine interfaces, this is a complete paradigm change," said Justin C. Sanchez, Ph.D., a UF assistant professor of pediatric neurology and the study's senior author. "This idea opens up all kinds of possibilities for how we interact with devices. It's not just about giving instructions but about those devices assisting us in a common goal. You know the goal, the computer knows the goal and you work together to solve the task."


Scientists at UF and other institutions have been studying and refining brain-machine interfaces for years, developing and testing numerous variations of the technology with the goal of creating implantable, computer-chip-sized devices capable of controlling limbs or treating diseases.


The devices are programmed with complex algorithms that interpret thoughts. But the algorithms, or code, used in current brain-machine interfaces don't adapt to change, Sanchez said.


"The status quo of brain-machine interfaces that are out there have static and fixed decoding algorithms, which assume a person thinks one way for all time," he said. "We learn throughout our lives and come into different scenarios, so you need to develop a paradigm that allows interaction and growth."


To create this type of brain-machine interface, Sanchez and his colleagues developed a system based on setting goals and giving rewards.


Fitted with tiny electrodes in their brains to capture signals for the computer to unravel, three rats were taught to move a robotic arm toward a target with just their thoughts. Each time they succeeded, the rats were rewarded with a drop of water.


The computer's goal, on the other hand, was to earn as many points as possible, Sanchez said. The closer a rat moved the arm to the target, the more points the computer received, giving it incentive to determine which brain signals lead to the most rewards, making the process more efficient for the rat. The researchers conducted several tests with the rats, requiring them to hit targets that were farther and farther away. Despite this increasing difficulty, the rats completed the tasks more efficiently over time and did so at a significantly higher rate than if they had just aimed correctly by chance, Sanchez said.


"We think this dialogue with a goal is how we can make these systems evolve over time," Sanchez said. "We want these devices to grow with the user. (Also) we want users to be able to experience new scenarios and be able to control the device."


Dawn Taylor, Ph.D., an assistant professor of biomedical engineering at Case Western Reserve University, said the results of the study add a new dimension to brain-machine interface research. That UF researchers were able to train rats to use the robotic arm and then obtain significant results from animals lacking the mental prowess of primates or humans is also impressive, she said.


"It's a clear demonstration of a methodology that will work in situations when other implementations would fall apart," Taylor said.

To develop and test this brain-machine interface system, Sanchez collaborated with engineering professors Jose Principe, Ph.D., and Jose Fortes, Ph.D., and engineering doctoral students Jack DiGiovanna and Babak Mahmoudi.

The researchers received funding for the study from the National Science Foundation, the Children's Miracle Network and the UF Alumni Association.

Study uncovers how Ritalin works in brain to boost cognition, focus attention

MADISON - Stimulant medications such as Ritalin have been prescribed for decades to treat attention deficit hyperactivity disorder (ADHD), and their popularity as "cognition enhancers" has recently surged among the healthy, as well.


What's now starting to catch up is knowledge of what these drugs actually do in the brain. In a paper publishing online this week in Biological Psychiatry, University of Wisconsin-Madison psychology researchers David Devilbiss and Craig Berridge report that Ritalin fine-tunes the functioning of neurons in the prefrontal cortex (PFC) - a brain region involved in attention, decision-making and impulse control - while having few effects outside it.


Because of the potential for addiction and abuse, controversy has swirled for years around the use of stimulants to treat ADHD, especially in children. By helping pinpoint Ritalin's action in the brain, the study should give drug developers a better road map to follow as they search for safer alternatives.


At the same time, the results support the idea that today's ADHD drugs may be safer than people think, says Berridge. Mounting behavioral and neurochemical evidence suggests that clinically relevant doses of Ritalin primarily target the PFC, without affecting brain centers linked to over-arousal and addiction. In other words, Ritalin at low doses doesn't appear to act like a stimulant at all.


"It's the higher doses of these drugs that are normally associated with their effects as stimulants, those that increase locomotor activity, impair cognition and target neurotransmitters all over the brain," says Berridge. "These lower doses are diametrically opposed to that. Instead, they help the PFC better do what it's supposed to do."


A behavioral disorder marked by hyperactivity, impulsivity and the inability to concentrate, ADHD has been treated for more than a half-century with Ritalin, Adderall and other stimulant drugs. New reports also indicate these meds have lately been embraced by healthy Americans of all ages as a means to boost mental performance.


Yet, despite their prevalence, we know remarkably little about how these drugs work, especially at lower doses that have been proven clinically to calm behavior and focus attention in ADHD patients, says Berridge. In 2006, his team reported that therapeutic doses of Ritalin boosted neurotransmitter levels primarily in the PFC, suggesting a selective targeting of this region of the brain. Since then, he and Devilbiss have focused on how Ritalin acts on PFC neurons to enhance cognition.


To answer this, the pair studied PFC neurons in rats under a variety of Ritalin doses, including one that improved the animals' performance in a working memory task of the type that ADHD patients have trouble completing. Using a sophisticated new system for monitoring many neurons at once through a set of microelectrodes, the scientists observed both the random, spontaneous firings of PFC neurons and their response to stimulation of an important pathway into the PFC, the hippocampus.


Much like tiny microphones, the electrodes record a pop every time a neuron fires, Devilbiss explains. Analyzing the complex patterns of "voices" that emerge is challenging but also powerful, because it allows study of neurons on many levels.


"Similar to listening to a choir, you can understand the music by listening to individual voices," says Devilbiss, "or you can listen to the interplay between the voices of the ensemble and how the different voices combine."


When they listened to individual PFC neurons, the scientists found that while cognition-enhancing doses of Ritalin had little effect on spontaneous activity, the neurons' sensitivity to signals coming from the hippocampus increased dramatically. Under higher, stimulatory doses, on the other hand, PFC neurons stopped responding to incoming information.


"This suggests that the therapeutic effects of Ritalin likely stem from this fine-tuning of PFC sensitivity," says Berridge. "You're improving the ability of these neurons to respond to behaviorally relevant signals, and that translates into better cognition, attention and working memory." Higher doses associated with drug abuse and cognitive impairment, in contrast, impair functioning of the PFC.


More intriguing still were the results that came from tuning into the entire chorus of neurons at once. When groups of neurons were already "singing" together strongly, Ritalin reinforced this coordinated activity. At the same time, the drug weakened activity that wasn't well coordinated to begin with. All of this suggests that Ritalin strengthens dominant and important signals within the PFC, while lessening weaker signals that may act as distractors, says Berridge.


"These results show a new level of action for cognition-enhancing doses of Ritalin that couldn't have been predicted from single neuron analyses," he says. "So, if you're searching for drugs that might replace Ritalin, this is one effect you could potentially look for."


He and Devilbiss also hope the research will help unravel an even deeper mystery: exactly how neurons encode complex behavior and cognition.


"Most studies look at how something that impairs cognition affects PFC neurons. But to really understand how neurons encode cognitive function, you want to see what neurons do when cognition is improved," says Berridge. "So this work sets the stage for examining the interplay among PFC neurons, higher cognition, and the action of therapeutic drugs."

The work was funded by the National Institute on Drug Abuse, the National Institute of Mental Health and the UW-Madison Discovery Seed Grant Program. - Madeline Fisher, (608) 890-0465, mmfisher@wisc.edu
New report: The truth about drug innovation

New York, NY: A new report co-authored by Manhattan Institute senior fellow Benjamin Zycher, and Joseph DiMasi, and Christopher-Paul Milne, researchers from the Tufts Center for the Study of Drug Development, examines case histories for thirty-five important pharmaceutical innovations. Skeptics of the private industry assert that the development of new medicines is most attributable to publicly funded sources.


As Marcia Angell, former editor-in-chief of The New England Journal of Medicine, remarked during an interview with PBS News : "Innovation comes mainly from NIH-supported research in academic medical centers. The drug companies do almost no innovation."


In this new study, the authors debunk this assertion and argue that the private sector plays a critical role in drug development.

Key findings include:

    * NIH-sponsored research tends to be concentrated on the basic science of disease biology, biochemistry, and disease processes, the goal of which is to identify biologic targets that might prove vulnerable to drugs yet to be developed.

    * Private sector contributions are weighted heavily toward the applied science of discovering ways to pursue treatments and cures for adverse medical conditions.


The authors conclude that NIH-sponsored and private-sector drug research are complementary to one another and are equally necessary in order to provide patients with better care and treatment.

If you would like to schedule an interview with one of the authors, please contact Samara Klar at 646-839-3313 or by email at sklar@manhattan-institute.org.

Benjamin Zycher, Ph.D., is a Senior Fellow at the Manhattan Institute's Center for Medical Progress. He writes extensively on economic and political effects of government regulation and taxation. His research interests include health care policy and the pharmaceutical sector. Benjamin Zycher is available to discuss this report and matters relating to economics and public expenditures.

Joseph A. DiMasi, Ph.D., is Director of Economic Analysis at the Tufts Center for the Study of Drug Development at Tufts University. His research interests include drug development and regulatory review processes, the impact of policies and practices to speed the development and review processes for new drugs, as well as other matters relating to the economics of the pharmaceutical industry.

Christopher–Paul Milne, D.V.M., M.P.H., J.D., is Associate Director at the Tufts Center for the Study of Drug Development at Tufts University. His research interests include the role of outsourcing in drug development, issues relating to the research and development of new treatments, specifically those for serious and life–threatening illnesses, rare disorders and conditions, and neglected diseases of the developing world. He also studies regulatory and policy initiatives related to the Critical Path Initiative.

About the Tufts Center for the Study of Drug Development

The Tufts Center for the Study of Drug Development (http://csdd.tufts.edu) at Tufts University provides strategic information to help drug developers, regulators, and policy makers improve the quality and efficiency of pharmaceutical development, review, and utilization. The Tufts Center, based in Boston, conducts a wide range of in-depth analyses on pharmaceutical issues and hosts' symposia, workshops, and public forums on related topics.

Copy of the full report available at: http://www.manhattan-institute.org/pdf/mpr_06_emb.pdf
Alzheimer's disease as a case of brake failure?

A loss of protein function in neurons may lead to dementia

NEW BRUNSWICK, N.J. – Rutgers researcher Karl Herrup and colleagues at Case Western Reserve University have discovered that a protein that suppresses cell division in brain cells effectively "puts the brakes" on the dementia that comes with Alzheimer's disease (AD). When the brakes fail, dementia results.


This discovery could open the door to new ways of treating Alzheimer's disease, which affects up to half the population over the age of 85.


Determining the protein’s previously unsuspected role in AD is an important piece of the puzzle and it brings a new perspective to the basis of AD. “It changes the logic from a search for a trigger that kicks off the dementia to the failure of a safety that has suppressed it,” said Herrup, chair of the Department of Cell Biology and Neuroscience at Rutgers, The State University of New Jersey.


The researchers reported their findings in the in the June 24 Proceedings of the National Academy of Sciences (PNAS). The paper was previously available online in the PNAS Early Edition.


Herrup has spent a good part of his career seeking to unravel the mystery behind unrestrained cell cycling. Looking at AD through the lens of cancer, Herrup sees the rampant cell division associated with cancer mirrored in AD-related dementia.


In cancer, the seemingly uncontrollable cell division enables the disease to overwhelm normal body cells. Adult neurons, or nerve cells, don't normally divide. (Cancerous brain tumors do not grow from neurons but from glial cells.) Instead of producing new neurons in the brain, the cycling leads to cell death, which causes progressive dementia.


"Every cell wants to divide, and that basic urge never leaves the cell," Herrup said.


"Homeostasis in the brain has worked out a way to successfully suppress cell cycling, but with age even that highly successful program sometimes fails, resulting in a catastrophic loss of neurons."


Herrup's team experimented with a protein family known as cyclin-dependent kinases (Cdk). These enzymes power the cell cycle, driving it forward through its various phases. The scientists focused on one particular kinase – Cdk5 – termed "an atypical kinase" because they could find no involvement in propelling the cell cycle. They found that while it appears to be inert as a cell cycle promoter, Cdk5 in the nervous system actually functions to hold the cell cycle in check.


"Its mere presence helps protect the brain," Herrup said. "What we discovered is that Cdk5 acts as a brake, not a driver."


Their latest laboratory research examined the workings of Cdk5 in human AD tissues and in a mouse model. Normally, the protein resides in the nerve cell nucleus, but in the presence of AD – both in the mouse model and in the human tissue – the disease process drives the protein out into the cell's cytoplasm. This disrupts the status quo, overrides the brake and unleashes a chain of events that ultimately leads to the death of the cells and the resulting dementia.


"The ejection of Cdk5 out of the nucleus is probably related to the changed chemistry of the Alzheimer's brain and chronic inflammation that accompanies AD," Herrup said.
New UGA invention effectively kills foodborne pathogens in minutes


University of Georgia researchers have developed an effective technology for reducing contamination of dangerous bacteria on food. The new antimicrobial wash rapidly kills Salmonella and E. coli O157:H7 on foods ranging from fragile lettuce to tomatoes, fruits, poultry products and meats. It is made from inexpensive and readily available ingredients that are recognized as safe by the U.S. Food and Drug Administration.


The new technology, which has commercial application for the produce, poultry, meat and egg processing industries, is available for licensing from the University of Georgia Research Foundation, Inc., which has filed a patent application on the new technology.


The Centers for Disease Control and Prevention estimates that, in the U.S. alone, foodborne pathogens are responsible for 76 million illnesses every year. Of the people affected by those illnesses, 300,000 are hospitalized and more than 5,000 die. These widespread outbreaks of food-borne illnesses are attributed, in part, to the fast-paced distribution of foods across the nation. Recently, raw tomatoes caused an outbreak of salmonellosis that sickened more than 300 people in at least 28 states and Canada.


Currently, a chlorine wash is frequently used in a variety of ways to reduce harmful bacteria levels on vegetables, fruits and poultry, but because of chlorine's sensitivity to food components and extraneous materials released in chlorinated water treatments, many bacteria survive. Chlorine is toxic at high concentrations, may produce off-flavors and undesirable appearance of certain food products, and it can only be used in conjunction with specialized equipment and trained personnel. In addition, chlorine may be harmful to the environment.


"We can't rely on chlorine to eliminate pathogens on foods," said Michael Doyle, one of the new technology's inventors and director of UGA's Center for Food Safety. "This new technology is effective, safe for consumers and food processing plant workers, and does not affect the appearance or quality of the product. It may actually extend the shelf-life of some types of produce."


Doyle is an internationally recognized authority on food safety whose research focuses on developing methods to detect and control food-borne bacterial pathogens at all levels of the food continuum, from the farm to the table. He has served as a scientific advisor to many groups, including the World Health Organization, the Food and Drug Administration, the U.S. Department of Agriculture, the U.S. Department of Defense and the U.S. Environmental Protection Agency.


The new antimicrobial technology, developed by Doyle and Center for Food Safety researcher Tong Zhao, uses a combination of ingredients that kills bacteria within one to five minutes from application. It can be used as a spray and immersion solution, and its concentration can be adjusted for treatment of fragile foods such as leafy produce, more robust foods such as poultry, or food preparation equipment and food transportation vehicles.


"The effectiveness, easy storage and application, and low cost of this novel antibacterial make it applicable not only at food processing facilities, but also at points-of-sale and at home, restaurants and military bases. The development of this technology is timely, given the recent, sequential outbreaks of foodborne pathogens," said Gennaro Gama, UGARF technology manager in charge of licensing this technology. 
Pet cats may trigger eczema in children

17:36 24 June 2008  NewScientist.com news service Jason Palmer

Nature and nurture both play a role in eczema, but few genes have been linked to specific environmental risks. Now a gene mutation that predisposes youngsters to the skin condition seems to pose a greater risk if they are also exposed to cats.


In 2006, a mutation in the gene for the protein filaggrin – which helps keep foreign substances out of the skin – was shown to increase the risk of eczema. About 9% of people of European origin carry this mutation.


To find out whether an environmental trigger might also play a role, a team led by Hans Bisgaard of the Gentofte University Hospital in Copenhagen, Denmark, who was also involved in the 2006 work, tracked 358 Danish and 460 British children from birth.


About 25% of children without the mutation developed eczema, compared with 45% of those with the mutation. However, of the 16 children who both had the mutation and lived with a cat, 14 developed eczema, all between the ages of one and three months.


"It has been very hard to prove that there really are environmental factors that trigger those genes," Bisgaard says. "This is proof that there is an interaction, even in the first month of life." However, Bisgaard says that much more data is needed before any prescriptions can be made for parents.


"It's an interesting and convincing finding," says Natalija Novak, a dermatologist and epidemiologist at the University of Bonn in Germany. But she says we should now look for other environmental factors that correlate with eczema.  Journal reference: PLoS Medicine (DOI: 10.1371/journal.pmed.0050131)
Really?

The Claim: Listerine Can Ward Off a Swarm of Mosquitoes

[image: image3.png]


By ANAHAD O’CONNOR
THE FACTS  Listerine may have its place in the medicine cabinet, but to some resourceful outdoors types, it has a second life.


Pour a couple of ounces in a spray bottle, the story goes, spritz it in the air at the next barbecue, and — presto! — you have a cheap and pleasant-smelling mosquito barrier.


A primary ingredient in Listerine and several other commercial mouthwashes is eucalyptol, a natural oil that is also an active ingredient in botanical repellents. According to the Centers for Disease Control and Prevention, oil of lemon eucalyptus is one of the most effective mosquito repellents, along with DEET and picaridin.
Leif Parsons

Several studies, including one by the London School of Hygiene and Tropical Medicine, have found that eucalyptus-based repellents can be extremely effective, and nontoxic to humans. But they often contain the compound in concentrations as high as 75 percent; the concentration in mouthwash is usually below 1 percent. Mouthwashes also contain water and alcohol, so they tend to evaporate quickly. Commercial repellents, on the other hand, are designed to last for hours.

THE BOTTOM LINE  Listerine might discourage buzzing mosquitoes — but not for long.
Vital Signs

Safety: Deaths Soar After Repeal of Helmet Law

By NICHOLAS BAKALAR

In 2003, Pennsylvania legislators repealed a law requiring motorcycle riders to wear helmets. Researchers who studied deaths and injuries over the next two years say that decision had lethal, and expensive, consequences.


The researchers compared accident statistics from the two years before repeal with numbers from the two years after. After repeal, helmet use among riders in crashes decreased to 58 percent from 82 percent. At the same time, head injury deaths increased 66 percent and head injury hospitalizations increased 78 percent.


Meanwhile, total acute-care hospital charges for motorcycle-related head injuries increased 132 percent in the latter period, compared with a 69 percent increase in other injury costs. The study was published in The American Journal of Public Health.


Although motorcycle registrations also increased, the rate of crashes per 10,000 registrants remained the same, indicating that there was little change in driving habits, road conditions or the risk behavior of riders.


In 1975, the federal government stopped requiring states to have helmet laws as a condition of receiving federal highway money, and today only 20 states and the District of Columbia require helmets for all riders. “We hope that legislators take a look at the data,” said the study’s lead author, Dr. Kristen J. Mertz, an assistant professor of epidemiology at the University of Pittsburgh, “and consider reinstituting universal mandatory helmet laws.”
Drug-Resistant High Blood Pressure on the Rise

By BRENDA GOODMAN
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High blood pressure, the most commonly diagnosed condition in the United States, is becoming increasingly resistant to drugs that lower it, according to a panel of experts assembled by the American Heart Association.


“It’s becoming more difficult to treat and it’s requiring more and more medications to do so,” said the panel chairman, Dr. David A. Calhoun, a hypertension specialist at the University of Alabama at Birmingham.
Gisela Insuaste

The problem is not that the medications have stopped working, said the report, published this month in the journal Hypertension. Instead, many blood-pressure patients are sicker to begin with and require more drugs, at greater dosages, to manage their conditions.


The doctors say this is especially worrisome because recent surveys estimate that one in three Americans have hypertension, an underlying cause of heart attacks, strokes, kidney disease and heart failure.


Starting at a blood pressure of 115/80, research shows that the risk of a heart attack or stroke doubles with every 20-point increase of systolic pressure, the top number, or 10-point increase of diastolic pressure, the bottom number.


“High blood pressure is currently the biggest single contributor to death around the world because it is so common,” said Dr. Neil R. Poulter of the International Center for Circulatory Health at Imperial College London. In the United States, it is particularly common among blacks, with 41 percent found to have it in a 2005 study, compared with 27 percent of whites.


Resistant hypertension is defined as blood pressure that remains above clinical goals, even after a patient has been put on three or more different classes of medications. Additionally, patients whose blood pressure can be lowered to normal on four or more drugs should be considered resistant and should be closely monitored, the panel said.


After reviewing the available research on drug-resistant hypertension, a phenomenon first described in the 1970s, the panel found that it became more likely with advanced age, weight gain, a diet high in sodium, sleep apnea or chronic kidney disease.


Living in the Southeast, a region long recognized as the “stroke belt” of the United States, is also a risk factor for blacks and whites, though researchers are not sure why. An author of the new paper, Dr. William C. Cushman, chief of preventive medicine at the Veterans Affairs Medical Center in Memphis, said he suspected factors like inactivity, obesity and diets high in salt and fat.


Pat J. Dixon, 58, a nurse in Atlanta, takes five medications to lower her blood pressure. In many ways, Ms. Dixon is typical of a patient who develops resistant hypertension. At 5 feet and 172 pounds, she is obese, and her weight gain has caused mild Type 2 diabetes, for which she takes yet another drug. The diabetes is an extra strain on the kidneys, in turn worsening her blood pressure.


Ms. Dixon said that she did not use much salt when she cooked but that she did like to snack on potato chips.


“My doctor tells me about every week that I’m going to eat myself to death,” she said. “You do kind of get worn out and depressed every morning that you have to take five or six pills.”


The new report is one of the first to help doctors recognize and manage this growing group of difficult cases. Because so few studies have focused on resistance, the authors say, the number of drug-resistant patients is unclear.


By reviewing studies of patients with at least some hypertension, the panel estimated that 20 to 30 percent could not control their blood pressure with three or more drugs, even when taking them exactly as prescribed. The 20 to 30 percent cohort appears to be growing. A large study in 2006 from Stanford found that the number of blood-pressure patients who were prescribed three or more drugs had increased over 12 years, to 24 percent from 14 percent.


If patients need that many drugs, experts say, they are likely to be at greater risk for illness even if they lower their blood pressure to normal. These patients have usually had high blood pressure for some time and, as a result, have more organ damage.


“It’s a critically important issue,” said Dr. Sheldon Hirsch, chief of nephrology at Michael Reese Hospital in Chicago. “One of the biggest failings in medicine is that as we increasingly realize the importance of treating hypertension, that lower numbers are better than higher numbers, we have increasing trouble reaching those goals.”
Basics

For Alien Life-Seekers, New Reason to Hope

By NATALIE ANGIER

Twinkle, twinkle, all you stars
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With your Earths, Neptunes and Mars.


I sing hello across the void


To your Pluto, O.K., plutoid.


Whatever the name, the laws demand it


You’re a star. Show me your planet.

For those of us who still mourn the demise of the “Star Trek” franchise and its vision of the cosmos as a thrillingly multicultural if occasionally lethal nightclub, the announcement last week that many Sun-size stars in our galaxy are girdled with Earth-size planets was, frankly, transporting.
Serge Bloch

The newly detected worlds are far too close to their stellar parents to have much chance of harboring even microbial life, let alone anybody capable of looking boss in spandex. Nevertheless, the discovery gave astronomers and alien life-seekers heart. For one thing, the planets are encouragingly compact. In the past decade, astronomers have found some 250 extrasolar planets, but most have been forbiddingly Jovian: celestial gas bags presumed to have no solid surface and hundreds of times the mass of Earth. In the new report, Michel Mayor of the Geneva Observatory and his colleagues said they had found 45 planets that were only a few times as massive as our beloved blue base, which means that they, like Earth, are probably built of rock.


The tally is proportionally impressive as well: roughly one in three stars surveyed showed signs of harboring stony planets, and other researchers performing similar studies said the figure might be more like one in two. And though the 45 planets on the Geneva list are all “star-huggers,” as one astronomer put it, with orbital periods of 2 to 50 days — even Mercury needs nearly three months to circumnavigate the Sun — researchers are confident that other rocky planets remain to be found at Earthier distances from their suns.


Sara Seager, a planetary theorist at the Massachusetts Institute of Technology, said astronomers hunt for planets by detecting telltale wobbles they induce in their host stars, a method that selectively nets the too big or too near. Nevertheless, she said, “the fact is, as soon as astronomers started looking for low-mass planets, they found a whole bunch, and that’s a real breakthrough.” Just imagine the orgy of moderation that a more inclusive scan would reveal.


To some theorists, the new results virtually guarantee the existence of other Earthlike worlds.


“Suppose you have a tribe, and the most noticeable members are the warriors, because they’re adventuresome, they roam around, they’re the first to be spotted,” said Douglas N. C. Lin, a professor of astronomy and astrophysics at the University of California, Santa Cruz. “But you know that for every warrior, there’s a family behind the warrior.”


Dr. Lin continued, “Just as you can extrapolate from the warriors you see what the size of the larger population deep in the woods may be, so the presence of these short-period, super Earths implies that there are clusters of other planets farther out.” Potentially pleasant planets at that. “I would imagine that a significant fraction of ordinary Sunlike stars, maybe more than 10 percent, have habitable planets around them,” Dr. Lin said.


Whether habitable or abominable, planets are inescapable. “You make a star, you’re probably going to get planets,” said Seth Shostak, a senior scientist at the SETI Institute in Mountain View, Calif. “They’re like those knives that get thrown in for free when you order a Veg-o-matic.”


When a cloud of dust and gas collapses to make a new star, spinning faster and faster as it shrinks, competing forces of gravity, pressure and rotation cause some of its midriff to flatten into a disk, rather as the skirt of a skater flies into a circle as she pulls in her arms for a twirl. The planets in turn condense from the dust, gas and ice of that central disk, in sequences that researchers have just begun to model. In Dr. Lin’s view, planetary evolution is a kind of Darwinian affair, as embryonic planets compete to enlarge themselves with heavy metal “food” from the disk, while struggling not to be consumed by a sibling or pulled into the mother star.


If planets abound, scientists suspect that life abounds, too, at least of the microbial kind. After all, they said, life arose here relatively quickly, maybe 800 million years after Earth’s condensational birth — and then stayed unicellular for the next three billion-plus years.


Eager to identify other candidate Gaias, astronomers have high hopes for the Kepler spacecraft to be launched in February. Kepler will take a different approach in its planetary scan, Dr. Seager said, searching not for stellar wobbles but for “tiny drops in brightness,” possible signs of a planet transiting across the distant Sun’s face. Kepler will track 100,000 stars for four years, enough to detect the occasional crossing of any planets with leisurely orbits like ours. “It will be akin to the great age of exploration, the explorers of the 16th century,” Dr. Shostak said. “We will nail down what fraction of stars have planets,” and more important, “what fraction of those planets are small, terrestrial planets.” .


With that comprehensive planetary atlas in hand, we can pick out the places most worthy of follow-up probes: planets that are relatively close, and closest in kind to the one we know best. We can look for rocky planets that follow stable paths, and are laced with clouds of water vapor that hint at liquid oceans below, and, can it be, atmospheric oxygen, the voice of a biosphere. “Oxygen is so reactive that it shouldn’t be in the atmosphere unless it’s being produced by something like photosynthesis,” Dr. Seager said. “It’s a huge indicator of life.”


We may never visit these worlds bodily, but who knows what we may manage by proxy. “We could send something the size of a golf ball,” Dr. Shostak said. “We could send something with robotic eyeballs, noses, ears, fingertips, all the senses that make things interesting, obviate the need to get into a rocket but have the adventure just the same.” May we live long and prosper, with our secondhand heads in the stars, but our mortal feet safe on the ground.
Q & A

Nasty Noises

By C. CLAIBORNE RAY
Q. Is there a name and an explanation for the “nails on a chalkboard” reaction?

A. One term used in studying the phenomenon is saccular acoustical sensitivity (the saccule is a bed of sensory cells in the inner ear), but the goosebumps and extreme aversion are unexplained. Furthermore, recent research into sounds that drive people crazy ranks screeching blackboards well below several other sounds, like vomiting.


Trevor J. Cox of the Acoustics Research Centre at the University of Salford in England has done extensive research on nasty noises using a Web site, www.sound101.org, that allows people to rate their reactions to 34 repellent or disgusting sounds. After thousands of responses, vomiting is in the lead. Other top offenders are crying babies, microphone feedback and a dentist’s drill. The blackboard screech comes in at No. 16.


Mr. Cox suggested in the journal Applied Acoustics early this year that the reaction to vomiting might be partly related to an inborn desire to avoid sick people and thus infection, but that cultural and etiquette factors might also be involved.


Earlier research had suggested that the blackboard response might come from “a vestigial reflex related to the warning cries of monkeys,” Mr. Cox noted, but he expressed doubt about such a link. He suggested alternative explanations for study, involving dissonant frequencies or a link between what is heard and imagining what nail scraping would feel like. 
Neuroscientists discover a sense of adventure


Wellcome Trust scientists have identified a key region of the brain which encourages us to be adventurous. The region, located in a primitive area of the brain, is activated when we choose unfamiliar options, suggesting an evolutionary advantage for sampling the unknown. It may also explain why re-branding of familiar products encourages to pick them off the supermarket shelves.


In an experiment carried out at the Wellcome Trust Centre for Neuroimaging at UCL (University College London), volunteers were shown a selection of images, which they had already been familiarised with. Each card had a unique probability of reward attached to it and over the course of the experiment, the volunteers would be able to work out which selection would provide the highest rewards. However, when unfamiliar images were introduced, the researchers found that volunteers were more likely to take a chance and select one of these options than continue with their familiar – and arguably safer – option.


Using fMRI scanners, which measure blood flow in the brain to highlight which areas are most active, Dr Bianca Wittmann and colleagues showed that when the subjects selected an unfamiliar option, an area of the brain known as the ventral striatum lit up, indicating that it was more active. The ventral striatum is in one of the evolutionarily primitive regions of the brain, suggesting that the process can be advantageous and will be shared by many animals.


"Seeking new and unfamiliar experiences is a fundamental behavioural tendency in humans and animals," says Dr Wittmann. "It makes sense to try new options as they may prove advantageous in the long run. For example, a monkey who chooses to deviate from its diet of bananas, even if this involves moving to an unfamiliar part of the forest and eating a new type of food, may find its diet enriched and more nutritious."


When we make a particular choice or carry out a particular action which turns out to be beneficial, it is rewarded by a release of neurotransmitters such as dopamine. These rewards help us learn which behaviours are preferable and advantageous and worth repeating. The ventral striatum is one of the key areas involved in processing rewards in the brain. Although the researchers cannot say definitively from the fMRI scans how novelty seeking is being rewarded, Dr Wittmann believes it is likely to be through dopamine release.


However, whilst rewarding the brain for making novel choices may prove advantageous in encouraging us to make potentially beneficial choices, it may also make us more susceptible to exploitation.


"I might have my own favourite choice of chocolate bar, but if I see a different bar repackaged, advertising its 'new, improved flavour', my search for novel experiences may encourage me to move away from my usual choice," says Dr Wittmann. "This introduces the danger of being sold 'old wine in a new skin' and is something that marketing departments take advantage of."


Rewarding the brain for novel choices could have a more serious side effect, argues Professor Nathaniel Daw, now at New York University, who also worked on the study.


"The novelty bonus may be useful in helping us make complex, uncertain decisions, but it clearly has a downside," says Professor Daw. "In humans, increased novelty-seeking may play a role in gambling and drug addiction, both of which are mediated by malfunctions in dopamine release."
Asteroid smash turned Mars into 'takeaway pizza' planet
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Legacy of ancient impact means Mars now comes with either thick or thin crust.

Katharine Sanderson


Kaboom! When a giant impact whacked into a young Mars around 4 billion years ago, the impact made such a huge dent in the northern hemisphere that it left the entire planet lop-sided.


This dent has been partly hidden from the view of scientists because of the large Tharsis volcanic range that now spans the area. But what scientists had noticed was a striking difference of up to 30 kilometres in the thickness of the planet’s crust between the northern lowlands and the southern highlands.


This ‘crustal dichotomy’ was thought to be caused by either a giant impact, or by a shifting of the martian mantle. A set of calculations by Jeffrey Andrews-Hanna, of the Massachusetts Institute of Technology, and colleagues, now offers strong evidence for a huge impact, forming a crater four times bigger than anything seen before in our Solar System. The work is published in Nature 1.
Not long after the planet was born, it was altered forever by a meteoric blast, as this computer-simulated video shows.Nature

Andrews-Hanna and his team used computer modelling to 'remove' Tharsis from the martian landscape, to try and work out why the transition between thick and thin crusts was so marked. And there he saw it – a huge crater, 10,600 kilometres long and 8,500 kilometres wide. “The lowlands of Mars is an enormous elliptical projection,” says Andrews-Hanna. “There’s only one process we know of that causes this kind of depression" – a very big impact.


Other known basins created by enormous impacts basins are also elliptical, and they are a similar shape to the northern lowlands of Mars, he says.

Through thick and thin


The meteorite would have blasted out the rock from the planet's northern lowlands, forming the crater called the Borealis basin, and some of this ejecta would have been deposited round on the other side of the planet, making its crust even thicker.


“This is the defining event in Mars’s history,” says Andrews-Hanna. This computer-simulated video suggests what it might have looked like to anyone around back then.


This idea that the crustal dichotomy was caused by a giant impact was suggested2 in the 1980s by Don Wilhelms from the US Geological Survey and Steven Squyres, who has more recently found fame as director of the Mars Rover project. “When Don Wilhelms and I first proposed this idea almost 25 years ago, we felt that it was consistent with the observations, and our intuition was that it was physically possible,” says Squyres. “That's really all it was, though – intuition. We didn't actually do the calculations.”


Improved computational tools in the intervening years have now allowed this test of the idea to be done, says Squyres. “This still doesn't prove that a giant impact created the dichotomy, of course,” he says, “we weren't there to see it happen, and all of this is inference. But it means that it's a physically reasonable idea, and that's a significant step forward.”
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Salutary pizza spice

Oregano ingredient effective against inflammations

This release is available in German.


Oregano doesn’t only give a Pizza its typical taste. Researchers at Bonn University and the ETH Zürich have discovered that this spice also contains a substance which, amongst other qualities, appears to help cure inflammations. The researchers administered its active ingredient – known as beta-caryophyllin (E-BCP) - to mice with inflamed paws. In seven out of ten cases there was a subsequent improvement in the symptoms. E-BCP might possibly be of use against disorders such as osteoporosis and arteriosclerosis. The study has appeared on Monday, 23rd June in the Proceedings of the National Academy of Sciences (PNAS).


E-BCP is a typical ingredient of many spices and food plants. Hence it is also found in plants such as basil, rosemary, cinnamon, and black pepper. Every day, we consume up to 200 milligrams of this annular molecule.


No-one had previously realised that it can have a beneficial effect on the body. "Our results have revealed that E-BCP inhibits inflammation", declared Professor Dr. Andreas Zimmer of the Life&Brain-Zentrum in Bonn. But that´s not all: "experiments on mice have shown that this substance is also effective against osteoporosis."


Beta-caryophyllin docks on specific receptor structures in the cell membrane - the so-called cannabinoid-CB2 receptors, and produces a change in cell behaviour: for example, it will inhibit the cell’s production of phlogogenic signal substances. "We have used E-BCP to treat mice with paws swollen due to inflamations", explained Dr. Jürg Gertsch of the ETH Zürich. "In up to 70 per cent of cases the swelling subsequently subsided".

Pizza can´t make you high


Consequently, E-BCP could possibly form the basis for new drugs. One especial attraction for the pharmacological researcher is that this substance is so common in nature. But it has a further advantage in that, in contrast to other substances which affect the CB2 receptors, beta-caryophyllin does not lead to intoxication.


For this CB2 receptor has a "brother" by the name of CB1, which is best known to drug researchers. CB1 is found in the nerve cells of the brain, on which certain ingredients of the hemp plant can dock. What then happens is all too familiar to marihuana smokers.


Although CB1 and CB2 are not twins, they are nevertheless very closely related. Hence substances which stimulate CB2 often have an intoxicating effect. With E-BCP it is different, for this is the first known natural agent which binds specifically to CB2 and not CB1 – which explains why you can’t get high on pizza.


Both receptors are part of the so-called endocannabinoid system, which researchers are finding to be of increasing significance for a variety of disorders. If this system gets out of control it can result in cardiac disorders, allergies and chronic pain, or it could even affect the memory. "Endocannabinoids are formed by the body itself and maintain its equilibrium" explains Professor Zimmer. So in the case of an inflammation they act like a brake, preventing the immune system from over-reacting to the extent that its defensive reaction runs amok.


E-BCP might also help us to control such chronic disorders as Crone’s disease – an inflammation of the intestinal tract. "This compound could become an important dietary factor for inhibiting such diseases of modern civilisation", surmises Dr. Jürg Gertsch. However, anyone who in future spices all his food with oregano will not necessarily be any the healthier for it. "The endocannabinoid system comes into play when the equilibrium of the metabolic processes has been destroyed", declares Professor Zimmer. "It is similar to the antidepressants in that, although they help for depressions, they don’t do anything to brighten the mood of a healthy person".

PHARMACOLOGY

Beta-caryophyllene is a dietary cannabinoid
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Abstract


The psychoactive cannabinoids from Cannabis sativa L. and the arachidonic acid-derived endocannabinoids are nonselective natural ligands for cannabinoid receptor type 1 (CB1) and CB2 receptors. Although the CB1 receptor is responsible for the psychomodulatory effects, activation of the CB2 receptor is a potential therapeutic strategy for the treatment of inflammation, pain, atherosclerosis, and osteoporosis. Here, we report that the widespread plant volatile (E)-β-caryophyllene [(E)-BCP] selectively binds to the CB2 receptor (Ki = 155 ± 4 nM) and that it is a functional CB2 agonist. Intriguingly, (E)-BCP is a common constituent of the essential oils of numerous spice and food plants and a major component in Cannabis. Molecular docking simulations have identified a putative binding site of (E)-BCP in the CB2 receptor, showing ligand {pi}–{pi} stacking interactions with residues F117 and W258. Upon binding to the CB2 receptor, (E)-BCP inhibits adenylate cylcase, leads to intracellular calcium transients and weakly activates the mitogen-activated kinases Erk1/2 and p38 in primary human monocytes. (E)-BCP (500 nM) inhibits lipopolysaccharide (LPS)-induced proinflammatory cytokine expression in peripheral blood and attenuates LPS-stimulated Erk1/2 and JNK1/2 phosphorylation in monocytes. Furthermore, peroral (E)-BCP at 5 mg/kg strongly reduces the carrageenan-induced inflammatory response in wild-type mice but not in mice lacking CB2 receptors, providing evidence that this natural product exerts cannabimimetic effects in vivo. These results identify (E)-BCP as a functional nonpsychoactive CB2 receptor ligand in foodstuff and as a macrocyclic antiinflammatory cannabinoid in Cannabis.  Cannabis | CB2 cannabinoid receptor | foodstuff | inflammation | natural product
Mars air once had moisture, new soil analysis says
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Berkeley - A new analysis of Martian soil data led by University of California, Berkeley, geoscientists suggests that there was once enough water in the planet's atmosphere for a light drizzle or dew to hit the ground, leaving tell-tale signs of its interaction with the planet's surface.


The study's conclusion breaks from the more dominant view that the liquid water that once existed during the red planet's infancy came mainly in the form of upwelling groundwater rather than rain.


To come up with their conclusions, the UC Berkeley-led researchers used published measurements of soil from Mars that were taken by various NASA missions: Viking 1, Viking 2, Pathfinder, Spirit and Opportunity. These five missions provided information on soil from widely distant sites surveyed between 1976 and 2006.

Cracks caused by the contraction of sulfate are evident in this image of the surface of Mars' Meridiani Planum site by NASA's Opportunity Rover.


"By analyzing the chemistry of the planet's soil, we can derive important information about Mars' climate history," said Ronald Amundson, UC Berkeley professor of ecosystem sciences and the study's lead author. "The dominant view, put forward by many now working on the Mars missions, is that the chemistry of Mars soils is a mix of dust and rock that has accumulated over the eons, combined with impacts of upwelling groundwater, which is almost the exact opposite of any common process that forms soil on Earth. In this paper, we try to steer the discussion back by re-evaluating the Mars data using geological and hydrological principles that exist on Earth."


The final version of the study will appear online in Geochimica et Cosmochimica Acta, the journal of the International Geochemical Society, by the end of June, and in a print issue in August.


Martian soil has made headlines in recent weeks as NASA's Phoenix lander began sampling soil from the planet's north pole and analyzing its chemical elements. The goal of the tests is to determine whether Mars was once capable of supporting life, an idea that got a boost on Friday (June 20) when Phoenix scientists announced the discovery of ice underneath the Martian soil.


While the UC Berkeley-led study does not delve directly into evidence of life on Mars, it does suggest what kind of climate that life, if it existed, might have encountered.


The planet is currently too cold for water to exist in a liquid state, but scientists generally agree that during the planet's earliest geological period, known as the Noachian epoch and dating 4.6 billion to 3.5 billion years ago, there were enough atmospheric greenhouse gases to warm the air and support lakes and flowing rivers.


But unlike Earth, Mars does not have plate tectonics to help generate volcanoes and other terrestrial sources of greenhouse gases to sustain heat, explained Amundson. He said that many scientists believe that by the time the planet moved from the Noachian epoch to the Hesperian epoch, dating from 3.5 billion to 1.8 billion years ago, water on Mars had either frozen or evaporated. (The planet is now in its third geological time period, the Amazonian epoch, which started about 1.8 billion years ago.)


The new study, however, suggests that liquid water existed in the Martian atmosphere into the Hesperian era.


To support this view, the team showed that soil at the Viking, Pathfinder and Spirit landing sites had lost significant fractions of the elements that make up the rock fragments from which the soil was formed, a sign that water once moved downward through the dirt, carrying the elements with it. Amundson also pointed out that the soil records a long period of drying, as evidenced by surface patterns of the now sulfate-rich land. The distinctive accumulations of sulfate deposits are characteristic of soil in northern Chile's Atacama Desert, where rainfall averages approximately 1 millimeter per year, making it the driest region on Earth.


"The Atacama Desert and the dry valleys of Antarctica are where Earth meets Mars," said Amundson. "I would argue that Mars has more in common geochemically with these climate extremes on Earth than these sites have in common with the rest of our planet."


Amundson noted that sulfate is prevalent in Earth's oceans and atmosphere, and is incorporated in rainwater. However, it's so soluble that it typically washes away from the surface of the ground when it rains. The key for the distinctive accumulation in soil to appear is for there to be enough moisture to move it downward, but not so much that it is washed away entirely.


The researchers also noted that the distribution of the chemical elements in Martian soil, where sulfates accumulate on the surface with layers of chloride salt underneath, suggest atmospheric moisture.


"Sulfates tend to be less soluble in water than chlorides, so if water is moving up through evaporation, we would expect to find chlorides at the surface and sulfates below that," said Amundson. "But when water is moving downward, there's a complete reversal of that where the chlorides move downward and sulfates stay closer to the surface. There have been weak but long-term atmospheric cycles that not only add dust and salt but periodic liquid water to the soil surface that move the salts downward."


Amundson pointed out that there is still debate among scientists about the degree to which atmospheric and geological conditions on Earth can be used as analogs for the environment on Mars. He said the new study suggests that Martian soil may be a "museum" that records chemical information about the history of water on the planet, and that our own planet holds the key to interpreting the record.


"It seems very logical that a dry, arid planet like Mars with the same bedrock geology as many places on Earth would have some of the same hydrological and geological processes operating that occur in our deserts here on Earth," said Amundson. "Our study suggests that Mars isn't a planet where things have behaved radically different from Earth, and that we should look to regions like the Atacama Desert for further insight into Martian climate history."

The study co-authors are Stephanie Ewing, Mendhall Fellow at the U.S. Geological Survey; William Dietrich, UC Berkeley professor of geomorphology; Brad Sutter, research scientist at NASA's Johnson Space Center; Justine Owen, UC Berkeley graduate student of ecosystem sciences; Oliver Chadwick, professor of geography at UC Santa Barbara; Kunihiko Nishiizumi, Senior Space Fellow at UC Berkeley's Space Sciences Laboratory; Michelle Walvoord, research hydrologist at the U.S. Geological Survey; and Christopher McKay, planetary scientist at the NASA Ames Research Center.

NASA, the National Science Foundation and the UC Agricultural Experiment Station helped support this research.
Was it good for you too?

Almost half of women interviewed in new study have negative feelings about one-night stands


The sexual and feminist revolutions were supposed to free women to enjoy casual sex just as men always had. Yet according to Professor Anne Campbell from Durham University in the UK, the negative feelings reported by women after one-night stands suggest that they are not well adapted to fleeting sexual encounters.  Her findings1 are published online in the June issue of Springer’s journal, Human Nature.


Men are more likely to reproduce and therefore to benefit from numerous short-term partners. For women, however, quality seems to be more important than quantity.  Also for women, finding partners of high genetic quality is a stronger motivator than sheer number, and it is commonly believed that women are more willing to have casual sex when there is a chance of forming a long-term relationship.


Professor Campbell looked at whether women have adapted to casual sex by examining their feelings following a one-night stand. If women have adapted, then although they may take part in casual sex less often than men because of their stricter criteria when selecting partners, they should rate the experience positively. To test the theory, a total of 1743 men and women who had experienced a one-night stand were asked to rate both their positive and negative feelings the following morning, in an internet survey.


Overall women’s feelings were more negative than men’s. Eighty per cent of men had overall positive feelings about the experience compared to 54 per cent of women.   Men were more likely than women to secretly want their friends to hear about it and to feel successful because the partner was desirable to others. Men also reported greater sexual satisfaction and contentment following the event, as well as a greater sense of well-being and confidence about themselves.


The predominant negative feeling reported by women was regret at having been “used”. Women were also more likely to feel that they had let themselves down and were worried about the potential damage to their reputation if other people found out. Women found the experience less sexually satisfying and, contrary to popular belief, they did not seem to view taking part in casual sex as a prelude to long-term relationships.


According to Professor Campbell, although women do not rate casual sex positively, the reason they still take part in it may be due to the menstrual cycle changes influencing their sexual motivation. Indeed, during the ovulatory phase (between days 10 to 18 of their cycle), women report increased sexual desire and arousal, with a preference for short-term partners.
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Geologists discover signs of volcanoes blowing their tops in the deep ocean

Evidence of violent eruptions on Gakkel Ridge in the Arctic defies assumptions about seafloor pressure and volcanism


A research team led by the Woods Hole Oceanographic Institution (WHOI) has uncovered evidence of explosive volcanic eruptions deep beneath the ice-covered surface of the Arctic Ocean. Such violent eruptions of splintered, fragmented rock—known as pyroclastic deposits—were not thought possible at great ocean depths because of the intense weight and pressure of water and because of the composition of seafloor magma and rock.


Researchers found jagged, glassy rock fragments spread out over a 10 square kilometer (4 square mile) area around a series of small volcanic craters about 4,000 meters (2.5 miles) below the sea surface. The volcanoes lie along the Gakkel Ridge, a remote and mostly unexplored section of the mid-ocean ridge system that runs through the Arctic Ocean.


"These are the first pyroclastic deposits we've ever found in such deep water, at oppressive pressures that inhibit the formation of steam, and many people thought this was not possible," said WHOI geophysicist Rob Reves-Sohn, lead author and chief scientist for the Arctic Gakkel Vents Expedition (AGAVE) of July 2007. "This means that a tremendous blast of CO2 was released into the water column during the explosive eruption."


The paper, which was co-authored by 22 investigators from nine institutions in four countries, was published in the June 26 issue of the journal Nature.


Seafloor volcanoes usually emit lobes and sheets of lava during an eruption, rather than explosive plumes of gas, steam, and rock that are ejected from land-based volcanoes. Because of the hydrostatic pressure of seawater, ocean eruptions are more likely to resemble those of Kilauea than Mount Saint Helens or Mount Pinatubo.


Making just the third expedition ever launched to the Gakkel Ridge—and the first to visually examine the seafloor--researchers used a combination of survey instruments, cameras, and a seafloor sampling platform to collect samples of rock and sediment, as well as dozens of hours of high-definition video. They saw rough shards and bits of basalt blanketing the seafloor and spread out in all directions from the volcanic craters they discovered and named Loke, Oden, and Thor.


They also found deposits on top of relatively new lavas and high-standing features—such as Duque's Hill and Jessica's Hill--indications that the rock debris had fallen or precipitated out of the water, rather than being moved as part of a lava flow that erupted from the volcanoes.


Closer analysis has shown that the some of the tiny fragments are angular bits of quenched glass known to volcanologists as limu o Pele, or "Pele's seaweed." These fragments are formed when lava is stretched thin around expanding gas bubbles during an explosion. Reves-Sohn and colleagues also found larger blocks of rock—known as talus—that could have been ejected by explosive blasts from the seafloor.


Much of Earth's surface is made up of oceanic crust formed by volcanism along seafloor mid-ocean ridges. These volcanic processes are tied to the rising of magma from Earth's mantle and the spreading of Earth's tectonic plates. Submerged under several kilometers of cold water, the volcanism of mid-ocean ridges tends to be relatively subdued compared to land-based eruptions.


To date, there have been scattered signs of pyroclastic volcanism in the sea, mostly in shallower water depths. Samples of sediment and rock collected on other expeditions have hinted at the possibilities at depths down to 3,000 meters, but the likelihood of explosive eruptions at greater depths seemed slim.


One reason is the tremendous pressure exerted by the weight of seawater, known as hydrostatic pressure. More importantly, it is very difficult to build up the amount of steam and carbon dioxide gas in the magma that would be required to explode a mass of rock up into the water column. (Far less energy is needed to do so in air.) In fact, the buildup of CO2 in magma in the sea crust would have to be ten times higher than anyone has ever observed in seafloor samples.


The findings from the Gakkel Ridge expedition appear to show that deep-sea pyroclastic eruptions can and do happen. "The circulation and plumbing of the Gakkel Ridge might be different," said Reves-Sohn. "There must be a lot more volatiles in the system than we thought." The research team hypothesizes that excess gas may be building up like foam or froth near the ceiling of the magma chambers beneath the crust, waiting to pop like champagne beneath a cork.


"Are pyroclastic eruptions more common than we thought, or is there something special about the conditions along the Gakkel Ridge?" said Reves-Sohn. "That is our next question."

Support for the Arctic Gakkel Vents Expedition and for vehicle development was provided by the National Science Foundation's Office of Polar Programs; the NSF Division of Ocean Sciences; the Gordon Center for Subsurface Sensing and Imaging Systems, an NSF Engineering Research Center; the NASA Astrobiology Program; and the WHOI Deep Ocean Exploration Institute.
Hurried doctor visits may leave patients feeling forgetful

Rochester study shows doctors don't consistently reinforce instructions

Have you ever been whisked through a doctor's visit, and afterward were unable to remember what the doctor said? A University of Rochester Medical Center study disclosed that doctors don't often take the steps necessary to help patients recall medical instructions.


The study, published online in this month's Journal of General Internal Medicine, investigated how frequently physicians repeat themselves, write down information, summarize instructions or take other steps to help patients remember the doctor's advice. The results suggest that doctors do not use these tools effectively or consistently. In fact, not one of the 49 doctors who took part in the study summarized their treatment recommendations.


"It's common for patients to forget half of what they're told in a medical visit," said the study's lead author, Jordan Silberman, a second-year University of Rochester medical student. "Obviously, this is cause for concern. As noted by the British researcher Philip Ley, 'if the patient cannot remember what he is supposed to do, he is extremely unlikely to do it.' No matter how effective a treatment is, it can be rendered useless by poor recall."


Researchers sent unannounced standardized patients (actors trained for this study) into primary care physician practices across Rochester, N.Y., with hidden recording devices. The actors complained of typical heartburn symptoms. Researchers then coded the recordings to determine how often doctors reinforced their instructions in some way.


Only about a third of the physicians wrote down instructions for patients. About half of the physicians repeated their recommendations, but some only repeated about 10 percent of the information.


Very few of the doctors made sure the patient understood by asking him or her to repeat it back to the doctor – a technique cited in research literature as one of the best ways to help patients recall medical advice. For example, Silberman said, the doctor might say, "We've talked about a lot of things today and I want to make sure you understand everything. Can you explain to me what you're going to do when you get home?"


Lack of time may be the biggest obstacle for doctors, researchers believe. The next step is to develop a new approach to improve patient recall that can be applied in today's busy practices, and then to study the techniques in the context of what is feasible for doctors.

The Agency for Healthcare Research and Quality funded the study, which was conducted at the Rochester Center to Improve Communication in Health Care, part of the URMC Department of Family Medicine. Co-authors include: Aleksey Tentler, a recent URMC graduate, Rajeev Ramgopal, a research coordinator at the VA Pittsburgh Healthcare System, and Ronald Epstein, M.D., URMC professor of Family Medicine and Psychiatry.
Cold calculation predicts death row executions
Paul Marks, New Scientist Chief Technology Correspondent

http://www.newscientist.com

WHICH inmates on death row will eventually be executed? Many never make the final journey from prison cell to execution chamber - but nobody really understands who will be spared.


Until now. A new computer system can predict which death row prisoners will live and which will be killed - with chilling accuracy. And its dispassionate analysis has confirmed suspicions that the people most likely to be executed are those who have had the least schooling, rather than those who have committed the most heinous crimes.


The US, the only western democracy to retain the death penalty, executes only a small proportion of the people it sentences to death. For instance, just 53 of the 3228 inmates on death row were executed in 2006.


So how were those 53 chosen? "We couldn't see any clear patterns in the data," says computer scientist Stamos Karamouzis, who has been investigating this question with criminologist Dee Wood Harper at Loyola University in New Orleans, Louisiana.


Since the direct approach had failed, the researchers turned to an artificial neural network (ANN) - an intelligent computer system, modelled after the human brain - that is able to deduce how various factors within a jumble of data relate to each other. The system can then take what it has learned and make predictions about a new set of data. Karamouzis has already used ANNs to predict the likelihood that juveniles given parole will reoffend, and to pinpoint the students most likely to drop out of college courses. "ANNs surprise us by revealing non-obvious patterns," he says.


To find out which factors might be linked to executions, the researchers first "trained" their ANN by entering the profiles of 1000 death row inmates between 1973 and 2000. Half of this sample of prisoners had been executed and the other half had survived. Each profile contained 18 factors, including the inmate's sex, age, race, marital status, educational level and information on their capital offences.


They then fed in profiles for 300 more inmates from the same period and asked the ANN to predict what had happened to them. To their astonishment, it correctly predicted the fates of more than 90 per cent of those inmates (International Journal of Law and Information Technology, vol 16, p 6)


The neural network had clearly hit on a strong relationship between the inmates' profiles and their likelihood of execution - but which factors mattered most? To find out, the team repeatedly retrained the ANN from scratch, withholding information about one of the factors each time.


Gender turned out to be the most significant factor - women are rarely executed. Race, which Harper says has been implicated as a key factor in sentencing criminals to death, was not found to be an important factor when it came to the decision to execute.


The most striking factor by far was educational level - the number of years the inmate had spent in high school. This may be crucial because it indicates how well an inmate can manage their appeal process. "This finding confirms that being executed is not about what you've done, but more about your ability to defend yourself," says Simon Shepherd of Death Watch International, a group that campaigns against the death penalty worldwide.


The researchers do not expect their work to have much effect on policy, however. "Until US public opinion shifts, no amount of scientific evidence is going to make any difference," says Harper. But it might be used to argue individual cases. "It raises lots of tricky questions," says Karamouzis. "If it says someone is likely to be executed, would the lawyers give up on saving that individual?"

Watch out for the wrong kind of sugar

Linda Geddes, New Scientist reporter, San Francisco

http://www.newscientist.com
WE KNOW about good and bad fats. Now suspicion is growing that not all sugars are created equal either. Overweight adults who consume large amounts of fructose have been found to experience alarming changes in body fat and insulin sensitivity that do not occur after eating glucose.


Pure fructose is found in fresh fruit, fruit juice and preserves. But much of it sneaks into our diets though high-fructose corn syrup (HFCS) in soft drinks - which gets broken down into 55 per cent fructose and 45 per cent glucose in the body - or via sucrose (ordinary sugar), which is broken down into the same two sugars.


Fears that fructose and HFCS are fuelling the obesity epidemic and triggering insulin resistance and diabetes have been circulating for years (New Scientist, 1 September 2001, p 26), but there have been few direct investigations in humans.

So Peter Havel at the University of California, Davis, persuaded 33 overweight and obese adults to go on a diet that was 30 per cent fat, 55 per cent complex carbohydrates and 15 per cent protein for two weeks. For a further 10 weeks, they switched to a diet in which 25 per cent of their energy came from either fructose or glucose.


In those given fructose there was an increase in the amount of intra-abdominal fat, which wraps around internal organs, causes a pot belly and has been linked to an increased risk of diabetes and cardiovascular disease. This did not happen with the group who consumed glucose instead, even though both gained an average 1.5 kilograms in weight.


Those who consumed fructose also had raised levels of fatty triglycerides, which get deposited as intra-abdominal fat, and cholesterol. Their insulin sensitivity also fell by 20 per cent. Glucose appeared to have no effect on these measures. Havel presented the results at a meeting of the Endocrine Society in San Francisco last week.


Because Havel's test looked only at pure fructose, not HFCS or sucrose, it is not yet clear whether these substances are to blame for obesity and diabetes. "The question is, what is the amount of HFCS or normal sugar you need to consume to get these effects?" says Havel, who is planning a long-term study to find out. But he says it's not too soon for people with metabolic syndrome - the blend of conditions including belly fat and insulin resistance that raise the risk of diabetes and cardiovascular disease - to avoid drinking too many fructose-containing beverages.


PepsiCo, which sponsored Havel's research, disagrees. "This is a very interesting and important study," says a spokeswoman. "But it does not reflect a real-world situation nor is it applicable to PepsiCo since pure fructose is not an ingredient in any of our food and beverage products."


In a separate study, Havel's team compared the immediate effects of consuming a meal in which 25 per cent of the energy came from one of HFCS, sucrose, fructose or glucose. Blood triglyceride levels were all elevated to a similar level 24 hours after consuming fructose, sucrose or HFCS, but not glucose (The American Journal of Clinical Nutrition, vol 87, p 1194), suggesting that all three substances may have similar, negative health impacts. Longer-term studies are needed to confirm whether the triglycerides produced by sucrose or HFCS have similar effects to fructose on abdominal fat and insulin resistance.


"It adds to what we have known for a long time," says Francine Kaufman at the Keck School of Medicine in Los Angeles. "It's probably not a good idea to consume too much sugar." 
Closing the gap between fish and land animals


New exquisitely preserved fossils from Latvia cast light on a key event in our own evolutionary history, when our ancestors left the water and ventured onto land. Swedish researchers Per Ahlberg and Henning Blom from Uppsala University have reconstructed parts of the animal and explain the transformation in the new issue of Nature.


It has long been known that the first backboned land animals or "tetrapods" - the ancestors of amphibians, reptiles, birds and mammals, including ourselves - evolved from a group of fishes about 370 million years ago during the Devonian period. However, even though scientists had discovered fossils of tetrapod-like fishes and fish-like tetrapods from this period, these were still rather different from each other and did not give a complete picture of the intermediate steps in the transition.


In 2006 the situation changed dramatically with the discovery of an almost perfectly intermediate fish-tetrapod, Tiktaalik, but even so a gap remained between this animal and the earliest true tetrapods (animals with limbs rather than paired fins). Now, new fossils of the extremely primitive tetrapod Ventastega from the Devonian of Latvia cast light on this key phase of the transition.
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"Ventastega was first described from fragmentary material in 1994; since then, excavations have produced lots of new superbly preserved fossils, allowing us to reconstruct the whole head, shoulder girdle and part of the pelvis", says Professor Per Ahlberg at the Department of Physiology and Developmental Biology, Uppsala University.


The reconstructions made by Professor Ahlberg and Assistant Professor Henning Blom together with British and Latvian colleagues show that Ventastega was more fish-like than any of its contemporaries, such as Acanthostega. The shape of its skull, and the pattern of teeth in its jaws, are neatly intermediate between those of Tiktaalik and Acanthostega.


"However, the shoulder girdle and pelvis are almost identical to those of Acanthostega, and the shoulder girdle is quite different from that of Tiktaalik (the pelvis of Tiktaalik is unknown), suggesting that the transformation from paired fins to limbs had already occurred. It appears that different parts of the body evolved at different speeds during the transition from water to land", says Per Ahlberg.
Galaxy map hints at fractal universe

* 00:00 25 June 2008
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* NewScientist.com news service

* Amanda Gefter


Is the matter in the universe arranged in a fractal pattern? A new study of nearly a million galaxies suggests it is – though there are no well-accepted theories to explain why that would be so.


Cosmologists trying to reconstruct the entire history of the universe have precious few clues from which to work. One key clue is the distribution of matter throughout space, which has been sculpted for nearly 14 billion years by the competing forces of gravity and cosmic expansion. If there is a pattern in the sky, it encodes the secrets of the universe.


A lot is at stake, and the matter distribution has become a source of impassioned debate between those who say the distribution is smooth and homogeneous and those who say it is hierarchically structured and clumpy, like a fractal.


Nearly all physicists agree that on relatively small scales the distribution is fractal-like: hundreds of billions of stars group together to form galaxies, galaxies clump together to form clusters, and clusters amass into superclusters.


The point of contention, however, is what happens at even larger scales. According to most physicists, this Russian doll-style clustering comes to an end and the universe, on large scales, becomes homogeneous.


But a small team of physicists, including Francesco Sylos Labini of the Enrico Fermi Centre in Rome and Luciano Pietronero of the University of Rome argue that the data shows the opposite: the universe continues to look fractal as far out as our telescopes can see.

3D maps


The best data for looking at the galaxy distribution comes from the Sloan Digital Sky Survey (SDSS), which is constructing the largest 3D map of the universe. When completed, it will map the positions of about a million galaxies and quasars.


When SDSS data was released in 2004, physicists David Hogg of New York University and Daniel Eisenstein of the University of Arizona, both in the US, published an analysis of 55,000 luminous red galaxies suggesting that the fractal pattern smoothed out at scales over 200 million light years.


But Sylos Labini and Pietronero were not convinced. They believed that the apparent smoothing was an illusion caused by weak statistics – the smoothing seemed to occur at the largest scales the survey was capable of studying, where there were too few large regions to be able to reliably compare their densities, they said. Only a bigger map could resolve the debate.


Now, SDSS has released its sixth round of data, which plots the locations of roughly 800,000 galaxies and 100,000 quasars, bright objects powered by violent supermassive black holes.

Huge scales


According to their latest paper, which has been submitted to Nature Physics, Sylos Labini and Pietronero, along with physicists Nikolay Vasilyev and Yurij Baryshev of St Petersburg State University in Russia, argue that the new data shows that the galaxies exhibit an explicitly fractal pattern up to a scale of about 100 million light years.


And they say if the universe does become homogeneous at some point, it has to be on a scale larger than a staggering 300 million light years across. That's because even at that scale, they still observe large fluctuations – a cluster here, a void there – in the matter distribution.


Most cosmologists interpret such fluctuations as being no more significant than small waves on the surface of the sea, but Sylos Labini and colleagues say that these are more like tsunamis.

No model


Many cosmologists find fault with their analysis, largely because a fractal matter distribution out to such huge scales undermines the standard model of cosmology. According to the accepted story of cosmic evolution, there simply hasn't been enough time since the big bang nearly 14 billion years ago for gravity to build up such large structures.


What's more, the assumption that the distribution is homogeneous has allowed cosmologists to model the universe fairly simply using Einstein's theory of general relativity – which relates the shape of space to the distribution of matter.


Modelling a fractal universe with general relativity is possible in theory, but in reality it would be devilishly complicated. That would leave cosmologists without a working model, like acrobats without a net.

Relic radiation


To support the homogeneity assumption, cosmologists point to the smoothness of the cosmic microwave background (CMB), relic radiation from the nascent universe. The CMB is perfectly uniform up to one part in 100,000, suggesting the early universe was nearly homogeneous.


"The standard picture of a homogeneous universe on large scales is holding up very well when tested with very large-scale observations like those mapping the cosmic background radiation, X-rays and radio galaxies," says physicist Neil Turok of Cambridge University in the UK.


"If the observations of galaxies in optical surveys don't agree, there may be a number of possible explanations, without resorting to an extremely inhomogeneous, fractal universe," he told New Scientist.

Optical illusion?


But inferring the matter distribution from the CMB is not always simple. CMB maps show a 3D distribution projected onto a 2D surface, and it is possible for a clumpy 3D distribution to appear smooth when projected in 2D. The same is true of the X-ray background, which appears homogeneous in two dimensions. Finally, using galaxies that are bright at radio wavelengths is also problematic, as it is difficult to measure their distances accurately enough to pinpoint their positions in 3D.


So what could produce such a fractal pattern in galaxy surveys like Sloan? Some of the clumpiness may be a sort of optical illusion known as the Bull's-eye effect, says Adrian Melott of the University of Kansas in the US.


That's because nearby galaxies fall towards each other due to their mutual gravitational attraction – even as space itself expands. That movement can enhance the apparent clumpiness of matter in surveys like Sloan, since those surveys rely on measurements of the galaxies' velocities to determine their distance from Earth.

The wager


But according to their paper, Sylos Labini's team says the Bull's-eye effect is only relevant on very small scales, about 16 million light years and below, and has no influence on the clumpiness at the large scales in question.


Melott disagrees, saying it should magnify clumpiness at any scale. But he adds that the effect only "enhances structures that [already] exist".


What's at stake if the universe is indeed a fractal on the largest scales? Besides a radical rethink of the laws and history of the cosmos, researchers have placed something more down-to-Earth on the line.


More than a decade ago, Sylos Labini and Pietronero wagered a bet with physicist Marc Davis of the University of California, Berkeley, US. The bet, refereed by Turok, held that if the galaxy distribution turned out to be fractal beyond scales of approximately 50 million light years, Davis would owe Sylos Labini and Pietronero a case of California wine.


Should the fractal pattern begin to disintegrate at scales less than 50 million light years, Davis would receive a case of Italian wine – which some would say is a better deal. Turok has yet to declare a winner.
Ronin an alternate control for embryonic stem cells


Like the masterless samurai for whom it is named, the protein Ronin chooses an independent path, maintaining embryonic stem cells in their undifferentiated state and playing essential roles in genesis of embryos and their development, said Baylor College of Medicine researchers who reported on this novel cellular regulator in the current issue of the journal Cell.


Three proteins – Oct4, Sox2 and Nanog -- had previously been considered the "master" regulators of embryonic stem cells, but "Ronin could be as important as these three," said Dr. Thomas Zwaka, assistant professor in the Stem Cells and Regenerative Medicine (STaR) Center at BCM. In fact, he said, if the action of Oct4, considered the most important, is reduced in embryonic stem cells, Ronin can compensate for the loss.


Embryonic stem cells are pluripotent, meaning they have the potential for becoming all other kinds of cells in the body. They are also capable of self-renewal. Oct4, Sox2 and Nanog were previously thought the major method by which embryonic stem cells remained in their pristine state. Now, Ronin represents a different and parallel pathway to achieve the same result.


Ronin is also expressed in early embryonic development of mice. If it is not present, the embryos die, said Zwaka. It is also found in mature oocytes or egg cells.


"Ronin is a potent transcription repressor," he said. In fact, it prevents the action of genes that promote the differentiation of cells into the various tissues and organs of the body.


"It does it more effectively than the other three factors together," he said. It silences the differentiation genes epigenetically through specific chemical mechanisms that modify histones, the chief packaging proteins for DNA.


He and his colleagues found Ronin as a follow-up to an earlier study that showed a component of the cell death system called caspase-3 actually cleaved and reduced the amount of Nanog protein. This caused the embryonic stem cells to stop self-renewal and begin differentiation into other kinds of cells.


Zwaka and his colleagues searched for other proteins affected by the caspase and found Ronin, which was previously unknown.


The finding prompts other questions. Can Ronin be used to reprogram differentiated cells into those that more closely resemble embryonic stem cells? What is the significance of the portion of Ronin that resembles a "jumping gene" or transponson called P element transposase, usually found in the genomes of fruit flies?


Ronin is also found in areas of the brain such as the hippocampus and the Purkinje cells of the cerebellum.


"What role does it play in the brain?" asked Zwaka.

Others who took part in this research include Marion Dejosez, Joshua S. Krumenacker, Laura Jo Zitur, Marco Passeri, Li-Fang Chu and Zhou Songyang, all of BCM and James A. Thomson of the University of Wisconsin at Madison.

Funding for this research comes from the Lance Armstrong Foundation, the Gillson Longenbaugh Foundation, the Tilker Medical Research Foundation, the Diana Helis Henry Medical Research Foundation the Huffington Foundation and the National Institutes of Health.
Huge genome-scale phylogenetic study of birds rewrites evolutionary tree-of-life

An international, multi-institution research project shows that when it comes to bird evolution, appearances can be deceiving

CHICAGO—The largest ever study of bird genetics has not only shaken up but completely redrawn the avian evolutionary tree. The study challenges current classifications, alters our understanding of avian evolution, and provides a valuable resource for phylogenetic and comparative studies in birds.


Birds are among the most studied and loved animals, and much of what we know about animal biology – from natural history to ecology, speciation, reproduction, etc. – is based on birds. Nevertheless, the avian tree-of-life has remained controversial and elusive – until now.


For more than five years, the Early Bird Assembling the Tree-of-Life Research Project, centered at The Field Museum, has been examining DNA from all major living groups of birds. Thus far, scientists have built and analyzed a dataset of more than 32 kilobases of nuclear DNA sequences from 19 different locations on the DNA of each of 169 bird species. The results of this massive research, which is equivalent to a small genome project, will be published in Science on June 27, 2008.


"Our study and the remarkable new understanding of the evolutionary relationships of birds that it affords was possible only because of the technological advances of the last few years that have enabled us to sample larger portions of genomes," said Shannon Hackett, one of three lead authors and associate curator of birds at The Field Museum. "Our study yielded robust results and illustrates the power of collecting genome-scale data to reconstruct difficult evolutionary trees."


The results of the study are so broad that the scientific names of dozens of birds will have to be changed, and biology textbooks and birdwatchers' field guides will have to be revised. For example, we now know that:

    * Birds adapted to the diverse environments several distinct times because many birds that now live on water (such as flamingos, tropicbirds and grebes) did not evolve from a different waterbird group, and many birds that now live on land (such as turacos, doves, sandgrouse and cuckoos) did not evolve from a different landbird group. 

    * Similarly, distinctive lifestyles (such as nocturnal, raptorial and pelagic, i.e., living on the ocean or open seas) evolved several times. For example, contrary to conventional thinking, colorful, daytime hummingbirds evolved from drab nocturnal nightjars; falcons are not closely related to hawks and eagles; and tropicbirds (white, swift-flying ocean birds) are not closely related to pelicans and other waterbirds.

    * Shorebirds are not a basal evolutionary group, which refutes the widely held view that shorebirds gave rise to all modern birds.


"With this study, we learned two major things," said Sushma Reddy, another lead author and Bucksbaum Postdoctoral Fellow at The Field Museum. "First, appearances can be deceiving. Birds that look or act similar are not necessarily related. Second, much of bird classification and conventional wisdom on the evolutionary relationships of birds is wrong."

Avian evolution


The evolution of birds has been notoriously difficult to determine. This is probably because modern birds arose relatively quickly (within a few million years) during an explosive radiation that occurred sometime between 65 million and 100 million years ago. The result of this rapid divergence early in the evolutionary history of birds is the fact that many groups of similar-looking birds (for example, owls, parrots and doves) have few, if any, living intermediary forms linking them to other well-defined groups of birds. This makes it very difficult to determine how some of these groups are evolutionarily related.


Many previous studies of avian evolution yielded conflicting results. This new study, however, is more robust because of the use of large amounts of sequence data from across the genome. The Early Bird group sequenced approximately 32 kilobases of aligned data per species, which is about five times more nuclear data than any previous study. Furthermore, the data were analyzed using several different methods and programs.
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"Unlike other studies, we consistently found several well-supported, deep divisions within Neoaves (a basal division of birds that includes 95% of all living birds), and this signal was persistent across analyses," said Rebecca Kimball, the third lead author of the study and [associate professor of zoology] at the University of Florida, Gainesville.


The other co-authors of this study include scientists from the University of California, Berkeley; Smithsonian Institution; Stellenbosch University (South Africa); University of Maryland; Louisiana State University; Wayne State University; and the University of New Mexico. More than half of the people who worked on or trained in this project were women.


At The Field Museum, much of the DNA sequencing and analysis was conducted in the Pritzker Laboratory for Molecular Systematics and Evolution. The lab was established in 1974 for genetic research and to study and help preserve the world's biodiversity. Since 2000, over 190 scientists from 29 countries have trained in the lab. Today, there are more than 60 active projects in the Pritzker Lab, examining everything from sharks to plants to lichens, and from owls to flamingos.


Just last month, The Field Museum opened the Daniel F. and Ada L. Rice DNA Discovery Center, which puts a public face on the Pritzker Lab. The center opens up a working state-of-the-art laboratory to Museum visitors, who will be able to observe researchers extracting, sequencing, and analyzing DNA for several projects, including the Early Bird research. In addition, they will be able to speak with scientists at set times as they work.


In addition to the viewing area, the 1,850-square-foot DNA Discovery Center includes videos, hands-on interactives, and informative displays. The exhibition is intended for adults and students in junior high school and above. Located on the mezzanine overlooking Stanley Field Hall, the DNA Discovery Center is free with general admission.


There are an estimated 82 million birdwatchers in the United States alone, making it the country's second (to gardening) most popular hobby. Therefore, interest in the results of the Early Bird research project will be far reaching.


"We now have a robust evolutionary tree from which to study the evolution of birds and all their interesting features that have fascinated so many scientists and amateurs for centuries," Reddy said. "Birds exhibit substantial diversity (largest of the tetrapod groups), and using this 'family tree' we can begin to understand how this diversity originated as well as how different bird groups are interrelated."
10 percent of healthy people in study had injury from 'silent strokes'

American Heart Association rapid access journal report


A recent study found that about 10 percent of the apparently healthy middle-aged participants with no symptoms of stroke were injured from "silent strokes," researchers report in Stroke: Journal of the American Heart Association.


Silent cerebral infarction (SCI), or "silent stroke," is a brain injury likely caused by a blood clot interrupting blood flow in the brain. It's a risk factor for future strokes and a sign of progressive brain damage that may result in long-term dementia.


"The findings reinforce the need for early detection and treatment of cardiovascular risk factors in midlife," said Sudha Seshadri, M.D., co-author of the study and associate professor of neurology at Boston University School of Medicine. "This is especially true since SCIs have been associated with an increased risk of incident stroke and cognitive impairment."


Researchers evaluated magnetic resonance imaging (MRI) from about 2,000 people, average age 62, who are part of the Framingham Offspring Study (children of participants in the original Framingham Heart Study). The offspring have undergone clinical examinations every four to eight years.


Among patients who displayed no symptoms of stroke, 10.7 percent had SCIs on routine brain MRI, researchers said. Previous estimates of SCIs ranged from 5.8 percent to 17.7 percent depending on age, ethnicity and other issues. Of those in the study with SCIs, 84 percent had a single lesion.


The study is the first to correlate the total score of the Framingham Stroke Risk Profile to prevalence of SCI. The risk profile estimates the 10-year probability of having a stroke. The factors in the profile are age, systolic blood pressure, antihypertensive therapy, diabetes mellitus, cigarette smoking, cardiovascular disease, left ventricular hypertrophy and atrial fibrillation (AF).


All the components of the Framingham Stroke Risk Profile were positively associated with an increased prevalence of SCI. For the first time, researchers found a significant correlation between AF and silent cerebral infarction. AF is the most common form of heart arrhythmia, or irregular heartbeat in people older than 65.


"In our data, AF increased the risk of prevalent SCI more than two-fold," Seshadri said. Hypertension and systolic blood pressure were also associated with an increased prevalence of SCI.


Risk factors for stroke are also risk factors for AF. Hypertension and other factors that make it more likely individuals will experience AF also predispose those people to clinical stroke and probably to SCI. AF, therefore, may be a simultaneous outcome rather than a cause of SCI, researchers said.


The observational data could not indicate if screening for and appropriately treating AF would reduce the population burden of silent stroke, researchers said.


The study also found that high systolic blood pressure, hypertension and elevated levels of blood homocysteine, a sulfur-containing amino acid found in the blood, were other risk factors commonly associated with stroke that also raised participants' chances of having SCI. Hypertension consistently has been implicated as a risk factor of SCI. Neither age nor gender significantly changed the effect of any of the risk factors on SCI.


Researchers' ability to generalize findings for other ethnic groups is limited because participants in the Framingham study are mostly of European descent.


"The significant relationship between hypertension, elevated serum homocysteine, carotid artery disease and prevalent SCI underscores the importance of current guidelines for the early diagnosis and prevention of hypertension and atherosclerosis and their risk factors," Seshadri said.

Co-authors are Rohit R. Das, M.D., lead author; Alexa S. Beiser, Ph.D.; Rhoda Au, Ph.D.; Margaret Kelly-Hayes, Ed.D., R.N.; Jayandra J. Himali, M.Sc.; Carlos S. Kase, M.D.; Emilia J. Benjamin, M.D.; Joseph J. Polak M.D.; Christopher J. O'Donnell, M.D.; Mitsuhiro Yoshita, M.D.; Ralph B. D'Agostino; Ph.D.; Charles DeCarli M.D.; and Philip A. Wolf, M.D.
Sudden hearing loss could indicate future stroke

American Heart Association rapid access journal report


Preliminary research culled from a national medical insurance records database in Taiwan suggests that sudden loss of hearing might be an early sign of vulnerability to stroke, foreshadowing an actual cerebrovascular event by as much as two years, according to a study reported in Stroke: Journal of the American Heart Association.


Five-year follow-up data on 1,423 patients hospitalized for an acute episode of sudden sensorineural hearing loss (SSNHL) showed they were more than one-and-a-half times more likely to suffer a stroke than a control group of 5,692 patients who had been hospitalized for an appendectomy.


Because the insurance records may not have contained reliable information, such as correct diagnostic codes or confounding factors, the findings should be considered tentative, said lead investigator Herng-Ching Lin, Ph.D., a professor at Taipei Medical University School of Health Care Administration.


"To the best of our knowledge, no study has investigated the incidence or risk of cerebrovascular diseases developing following the onset of sudden sensorineural hearing loss," Lin said. "But because this is the first time any association has been suggested, and because there were many limitations in the data, the results need to be interpreted cautiously until additional independent studies are performed."


The findings are limited because there is not a clear universal definition for SSNHL in the database that was reviewed. "Secondly, the database did not contain information regarding severity of hearing loss, extent of hearing recovery, tobacco use, body mass index and the medical history of cardiovascular disease and atrial fibrillation – all of which can contribute to stroke risk," Lin explained.


Nonetheless, the researchers recommend that all SSNHL patients undergo a comprehensive neurological exam and blood testing to gauge their risk profile for stroke.

Co-authors are Pin-Zhir Chao, M.D. and Hsin-Chien Lee, M.D. Individual author disclosures can be found on the manuscript.
A simple therapy for brain injury


Severe brain injury due to blunt force trauma could be reduced by application of a simple polymer, Polyethylene glycol or PEG, mixed in sterile water and injected into the blood stream – as reported in BioMed Central's Journal of Biological Engineering.


Andrew Koob and Richard Borgens from Purdue University, Indiana, performed experiments in rats which showed that PEG was effective in limiting damage if administered within four hours after the head injury. However, if treatment was delayed for a further two hours, the beneficial effects were lost. During the experiments, rats were injured with a falling weight and then PEG was administered fifteen minutes, two hours, four hours or six hours later. The authors then carried out a series of behavioural tests on the rats to determine the effectiveness of the PEG treatment.


According to Borgens "These data suggest that PEG may be clinically useful to victims of traumatic brain injury if delivered as rapidly as possible after an injury". Such a treatment could feasibly be carried out at the scene of an accident where PEG could be delivered as a component of IV fluids thus reducing long term brain injury.
Notes to Editors

1. Behavioral recovery from traumatic brain injury after membrane reconstruction using polyethylene glycol

Andrew O Koob, Julia M Colby and Richard B Borgens Journal of Biological Engineering (in press)
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Behavioral recovery from traumatic brain injury after membrane reconstruction using polyethylene glycol
Andrew O Koob email, Julia M Colby email and Richard B Borgens email

Journal of Biological Engineering 2008, 2:9doi:10.1186/1754-1611-2-9 Published: 
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Abstract (provisional)


Polyethylene glycol (PEG; 2000 MW, 30% by volume) has been shown to mechanically repair damaged cellular membranes and reduce secondary axotomy after traumatic brain and spinal cord injury (TBI and SCI respectively). This repair is achieved following spontaneous reassembly of cell membranes made possible by the action of targeted hydrophilic polymers which first seal the compromised portion of the plasmalemma, and secondarily, allow the lipidic core of the compromised membranes to resolve into each other. Here we compared PEG -treated to untreated rats using a computer-managed open-field behavioral test subsequent to a standardized brain injury. Animals were evaluated after a 2-, 4-, and 6-hour delay in treatment after TBI. Treated animals received a single subcutaneous injection of PEG. When treated within 2 hours of the injury, injured PEG-treated rats showed statistically significant improvement in their exploratory behavior recorded in the activity box when compared to untreated but brain-injured controls. A delay of 4 hours reduced this level of achievement, but a statistically significant improvement due to PEG injection was still clearly evident in most outcome measures compared at the various evaluation times. A further delay of 2 more hours, however, eradicated the beneficial effects of PEG injection as revealed using this behavioral assessment. Thus, there appears to be a critical window of time in which PEG administration after TBI can provide neuroprotection resulting in an enhanced functional recovery. As is often seen in clinically applied acute treatments for trauma, the earlier the intervention can be applied, the better the outcome. 
Ovarian cancer's specific scent detected by dogs

Research published in the journal Integrative Cancer Therapies


Los Angeles, London, New Delhi, and Singapore – (June 26, 2008) –Ground-breaking research in the June issue of Integrative Cancer Therapies published by SAGE explored whether ovarian cancer has a scent different from other cancers and whether working dogs could be taught to distinguish it in its different stages.


Ovarian cancer has a high mortality rate, primarily due to late diagnosis. Recent studies have shown that dogs have successfully detected cancer through scent, however, it's not clear whether they're responding to the cancer itself or odors associated with cancer.


The researchers, led by György Horvath MD, PhD, from the University Hospital in Göteborg, Sweden, along with colleagues at Working Dog Clubs in Sweden and Hungary, trained dogs to distinguish different types and grades of ovarian cancer, including borderline tumors. They found that the odor of ovarian cancer does seem to differ from those of other gynecological malignancies, such as cervical, or endometrial cancers, suggesting that a particular, distinguishable scent is associated with ovarian cancer. They additionally found that early-stage and low grade ovarian cancers emit the same scent as advanced tumors.


"Our study strongly suggests that the most common ovarian carcinomas are characterized by a single specific odor detectable by trained dogs," write the authors in the article. "And while we do not believe that dogs should be used in clinical practice, because they may be influenced during their work, leading to changes in the accuracy rates, still, under controlled circumstances, they may be used in experiments to further explore this very interesting new property of malignancies."


Adds Keith I. Block, MD, editor-in-chief of Integrative Cancer Therapies, "I believe there is great value in this study, which adds to the growing body of research suggesting the diagnostic skills of these specially trained dogs. Their ability to detect specific odors associated with chemicals related to malignancy should eventually lead to effective methods and tools for very early detection, and thus a greater proportion of cancer cures!"

The Integrative Cancer Therapies' article, "Human Ovarian Carcinomas Detected by Specific Odor," written by György Horvath of the Department of Oncology, Sahlgrenska University Hospital, Göteborg, Sweden, Gunvor af Klinteberg Järverud and Sven Järverud of the Swedish Working Dog Club, Kode, Sweden, and István Horváth, of the Hungarian Working Dog Club, Dunaszekcsö, Hungary, has been made available from SAGE at no charge for a limited time at http://ict.sagepub.com/cgi/reprint/7/2/76.
Why Do People Vote? Genetic Variation in Political Participation

Washington, DC—A groundbreaking study finds that genes significantly affect variation in voter turnout, shedding new light on the reasons why people vote and participate in the political system.


The research, conducted by political scientists James H. Fowler, Christopher T. Dawes (of UC San Diego) and psychologist Laura A. Baker (of University of Southern California), appears in the May issue of the American Political Science Review, a journal of the American Political Science Association (APSA).  The article is available online at: www.apsanet.org/imgtest/APSRMay08Fowler_etal.pdf.


“Although we are not the first to suggest a link between genes and political participation,” note the authors, “this study is the first attempt to test the idea empirically.”  They do so by conducting three tests of the claim that part of the variation in political participation can be attributed to genetic factors.  The results suggest that individual genetic differences make up a large and significant portion of the variation in political participation, even after taking socialization and other environmental factors into account. They also suggest that, contrary to decades of conventional wisdom, family upbringing may have little or no effect on children’s future participatory behavior.


In conducting their study, the authors examine the turnout patterns of identical and non-identical twins—including 396 twins in Los Angeles County and 806 twins in the National Longitudinal Study of Adolescent Health.  Their findings suggest that 53% of the variation in turnout can be accounted for by genetic effects in the former, with similar outcomes in the latter.


Moreover, genetic-based differences extend to a broad class of acts of political participation, including donating to a campaign, contacting an official, running for office, and attending a rally.  According to Fowler, “we expected to find that genes played some role in political behavior, but we were quite surprised by the size of the effect and how widely it applies to all kinds of participation.”


“The fact that we have found genetic variation in voting, and political participation in general, should not be surprising given the large numbers of behaviors that have already been found to be heritable,” observe the authors.  They conclude by noting that “the next step in this line of research must move beyond estimates…and attempt to identify why genes matter so much.”  Some potential avenues include examining the interaction of genes and the environment on political participation, tracing the connections between participation in small groups and large-scale participation, and identifying the genes or groups of genes implicated in political behavior.
Higher Coffee Consumption Associated with Lower Liver Cancer Risk
Liver Cancer is the Third Most Common Global Cause of Cancer Death


A new large, prospective population-based study confirms an inverse relationship between coffee consumption and liver cancer risk. The study also found that higher levels of gamma-glutamyltransferase (GGT) in the blood were associated with an increased risk of developing the disease. These findings are published in the July issue of Hepatology, a journal published by John Wiley & Sons on behalf of the American Association for the Study of Liver Diseases (AASLD). The article and an accompanying editorial are also available online at Wiley Interscience (www.interscience.wiley.com).


Researchers led by Gang Hu at the University of Helsinki set out to examine the associations between coffee consumption and serum GGT with the risk of liver cancer in a large prospective cohort. Residents of Finland drink more coffee per capita than the Japanese, Americans, Italians, and other Europeans, so Hu and colleagues studied 60,323 Finnish participants ages 25 to 74 who were cancer-free at baseline. The Finns were included in seven independent cross-sectional population surveys conducted between 1972 and 2002 and followed up through June 2006.


The participants completed a mail-in questionnaire about their medical history, socioeconomic factors and dietary and lifestyle habits. For a subset of participants, clinical data was available, including serum levels of GGT. Data on subsequent cancer diagnoses was collected from the country-wide Finnish Cancer Registry.


Based on their answers to the question: “How many cups of coffee do you drink daily?” the participants were divided into five categories: 0-1 cup, 2-3 cups, 4-5 cups, 6-7 cups, and 8 or more cups per day. After a median follow-up period of 19.3 years, 128 participants were diagnosed with liver cancer.


The researchers noted a significant inverse association between coffee drinking and the risk of primary liver cancer. They found that the multivariable hazards ratio of liver cancer dropped for each group that drank more coffee. It fell from 1.00, to .66, to .44, to .38 to .32 respectively. “The biological mechanisms behind the association of coffee consumption with the risk of liver cancer are not known,” the authors point out.


They also found that high levels of serum GGT were associated with an increased risk of liver cancer. The hazard ratio of liver cancer for the highest vs. lowest quartile of serum GGT was 3.13. “Nevertheless,” they report, “the inverse association between coffee consumption and the risk of liver cancer was consistent in the subjects at any level of serum GGT.”


An accompanying editorial by Carlo La Vecchia of Milan says that Hu’s new study solidly confirms the inverse relationship between coffee drinking and liver cancer risk, though we still don’t know if it is causal. “Furthermore, the study by Hu et al. provides original and important quantitative evidence that the levels of GGT are related to subsequent incidence of liver cancer, with an overall relative risk of 2.3,” he says.


La Vecchia notes, however, that, “It remains difficult, however, to translate the inverse relation between coffee drinking and liver cancer risk observed in epidemiological studies into potential implications for prevention of liver cancer by increasing coffee consumption.”

Article: “Joint effects of coffee consumption and serum gamma-glutamyltransferase on the risk of liver cancer.” Hu, Gang; Tuomilehto, Jaakko; Pukkala, Eero; Hakulinen, Timo; Antikainen, Riitta; Vartiainen, Erkki; Jousilahti, Pekka. Hepatology; July 2008; 10.1002/hep.22320; Published online 3/18/08.

Editorial: “Cancer and liver cancer prevention: is it a fact or just a potential?” La Vecchia, Carlo. Hepatology; July 2008; 10.1002/hep.22309; Published online 6/20/08.
Even vegetarians may not be safe from 'mad cow' prions

* 10:34 26 June 2008 * NewScientist.com news service * Ewen Callaway


Fancy a dose of prions with your vegetables? A new study suggests that infectious prions - thought to be the causative agents in mad cow disease and human vCJD – can survive wastewater decontamination and wind up in fertiliser, potentially contaminating fruit and vegetables.


The prions would be present in such low quantities that they are unlikely to pose a health threat, but as a precaution, "we should prevent the entry of prions into wastewater treatment plants," says microbiologist Joel Pedersen, of the University of Wisconsin in Madison, US, who led the research.


Prions could end up in wastewater treatment plants via slaughterhouse drains, hunted game cleaned in a sink, or humans with vCJD shedding prions in their urine or faeces, Pedersen says.

Landfill risk


Previous studies have suggested that prions can survive heat treatment and caustic chemicals, but to see how prions fare during sewage treatment, Pedersen's team spiked sludge from a local treatment plant with infectious prions, and then subjected the toxic brew to a typical wastewater treatment regimen.


This typically involves three weeks of filtration, separation and incubation with microbes that break down contaminants in the sludge, resulting in clean water and "biosolids" free of most human pathogens, which can be used as a fertiliser.


When Pedersen's team tested the sewage soup at various stages, they found the water was clean, but the biosolids were contaminated with prions.


"The sludge digestion seems to have no effect on the prion protein," he says.


Prions from culled livestock could also lurk in landfills, says Pederson, whose team is testing whether prions survive in dumps. Recent mad cow disease scares in Britain, Canada, and the US resulted in culls of thousands of potentially tainted animals, and many ended up underground.


Tisha Pettaway, a representative for the US Environmental Protection Agency, which regulates sewage treatment and partially funded the study, says prions pose little threat to the water supply and even less to food. Still, she says "other types of treatment systems, such as those that employ alkaline hydrolysis, ie, addition of lime, would inactivate prions should they get into the system."

Journal reference: Environmental Science & Technology (DOI: 10.1021/es703186e)
Could nuclear warheads go off 'like popcorn'?
* Rob Edwards

YOU might think nuclear weapons have been carefully designed not to go off by accident. Yet more than 1700 of them have design flaws that could conceivably cause multiple warheads to explode one after another - an effect known as "popcorning" - according to a UK Ministry of Defence safety manual.


A typical Trident nuclear missile contains from three to six warheads, and a US submarine might carry up to 24 missiles. Weapons builders aim to prevent accidental explosions of warheads by designing them to be "single-point safe". This means that a sudden knock at a single point - say if it were dropped from a crane while being unloaded from a submarine - should not detonate the plutonium core.


However, a nuclear-weapons safety manual drawn up by the MoD's internal nuclear-weapons regulator argues that this standard single-point design might not be enough to prevent popcorning. The document was declassified last month.


The manual says that warheads should be capable of resisting multiple simultaneous impacts. This "would contribute to the prevention of popcorning and should be a design objective".


It also recommends replacing the highly sensitive explosive that surrounds the warheads' plutonium cores. A single knock may not detonate the core, but could set off this explosive. Less-sensitive explosives are available, but they are heavier and bulkier than those currently in use, so the warheads would have to be redesigned.


The effects of a popcorning accident would be dire. According to the manual, in the worst-case scenario, people a kilometre away would receive a radiation dose of 100 sieverts - that's 16 times the lethal dose. The seriousness of the accident would depend on the pattern of warhead explosions, though.


The US government's National Nuclear Security Administration agrees that redesigning warheads to resist multiple impacts and switching to less-sensitive explosives would "enhance" safety. But it stresses that the current warheads "were, are and continue to be assessed as safe". A spokeswoman for the MoD told New Scientist that although it is "a theoretical possibility", popcorning is "a scenario that is not credible". Any risk is mitigated by the way in which missiles are handled, transported and stored, she says.


Some nuclear-weapons specialists, however, say an accident could still happen. Philip Coyle from the Center for Defense Information, an independent think tank in Washington DC, points out that people sometimes forget safety procedures. He cites the example of last August, when nuclear weapons were unknowingly flown from North Dakota to Louisiana.


Stefan Michalowski, a senior scientist at the OECD in Paris, France, who researched warhead safety at Stanford University in California in the 1990s, is concerned about the risks of an extreme event such as a firefight with direct gunshots. "The explosion of a boatload of missiles in a port would be an unimaginable catastrophe," he says. "It's a very, very scary thought."
Alkaline Soil Sample From Mars Reveals Presence of Nutrients for Plants to Grow

By KENNETH CHANG


Stick an asparagus plant in a pot full of Martian soil, and the asparagus might grow happily, scientists announced Thursday.


An experiment on the Phoenix Mars lander showed the dirt on the planet’s northern arctic plains to be alkaline, though not strongly alkaline, and full of the mineral nutrients that a plant would need.


“We basically have found what appears to be the requirements, the nutrients, to support life whether past, present or future,” said Samuel P. Kounaves of Tufts University, who is leading the chemical analysis, during a telephone news conference on Thursday. “The sort of soil you have there is the type of soil you’d probably have in your backyard.”


Mars today is cold and dry, and the surface is bombarded by ultraviolet radiation, making life unlikely, but conditions could have made the planet more habitable in the past. Plants that like alkaline soil — like asparagus — might readily grow in the Martian soil, provided that other components of an Earth-like environment including air and water were also present.


The preliminary findings from Phoenix do not answer whether life ever existed on Mars (or might still exist somewhere underground), only that conditions, at least at this location, are not the harshest imaginable. The soil, taken close to the surface, was similar to what is found in parts of Antarctica, Dr. Kounaves said. The soil elsewhere on the planet could well be very different; even the soil farther down in the ground could turn out to be acidic or otherwise vary in composition.


The Phoenix is capable of performing the same chemical analysis on three more samples.


In a different experiment, a tiny oven heated another sample of the Martian soil to 1,800 degrees Fahrenheit, which released water vapor. “This soil clearly has interacted with water in the past,” said William V. Boynton of the University of Arizona, the lead scientist in this experiment.


Dr. Boynton said he could not say when the liquid water was present or even where it was. The moisture might have come from dust particles that had blown there from other parts of Mars. “At this point, it is difficult to quantify what was given off,” he said.


The oven experiment also found carbon dioxide vapors, not surprising because the planet’s thin atmosphere is primarily carbon dioxide. The data have not revealed any carbon-based compounds.


The Phoenix mission is not directly looking for life on Mars, but rather whether conditions for habitability ever existed. In the wet chemistry experiment, water was mixed into the soil to produce Martian mud. Then the apparatus performed the same sorts of tests that gardeners use to test the condition of their soil.


The pH level was between 8 and 9, Dr. Kounaves said. The pH, or potential of hydrogen, reflects the concentration of hydrogen ions, or acidity, of a substance and usually varies between 0 and 14, with 7 considered neutral. (The water of Earth’s oceans, for comparison, has a pH of 8.2.) The experiment also found the presence of magnesium, sodium, potassium and chloride ions in the soil.


“There’s nothing about it that would preclude life,” Dr. Kounaves said. “In fact, it seems very friendly.”
Dig shows Paris is 3,000 years older than first thought

By John Lichfield in Paris Thursday, 26 June 2008

Paris has long been known to be a very old city but its history as a settlement has just been extended by more than 3,000 years.


An archaeological dig, whose findings were revealed yesterday, moves back Paris's first known human occupation to about 7600BC, in the Mesolithic period between the two stone ages.


An area about the size of a football field on the south-western edge of the city, close to the banks of the river Seine, has yielded thousands of flint arrowheads and fragments of animal bone. The site, between the Paris ring road and the city's helicopter port, is believed by archaeologists to have been used, nearly 10,000 years ago, as a kind of sorting and finishing station for flint pebbles washed up on the banks of the river. Once the dig is complete, the site will be occupied by a plant for sorting and recycling the refuse generated by the two million Parisians of the 21st century.


"You could say that we've come full circle," said Bénédicte Souffi, one of the two archaeologists in charge of the site. "Our ancestors were sorting rubbish from usable objects here in 7600BC. We are going to be doing much the same thing on a more elaborate scale. Maybe, there is a lesson there."


The oldest previous human settlement discovered within the Paris city boundaries dates back to about 4500BC – a fishing and hunting village beside the Seine at Bercy near the Gare de Lyon railway station. The new exploration – by Inrap, the French government agency for "preventive" archaeology on sites where new building is imminent – pushes back the history of the city to the mysterious period between the Old and New stone ages.


During the Mesolithic period, the "big game" of the Paleolithic, such as mammoth and reindeer, had disappeared from western Europe. The scattered human bands were still hunter-gatherers, and not yet farmers, but they lived in temperate forests and hunted with bows and arrows rather than spears.


The site in the 15th arrondissement of Paris, about a mile from the Eiffel Tower, has been preserved by silt from the frequent flooding of the Seine. Archaeologists believe that it was used for many centuries during the Mesolithic period, perhaps for periods of only a few weeks at a time, as a place to prospect for, and sort out, flint pebbles for cutting into arrowheads. The dig has also unearthed larger instruments made from granite. They include an almost perfectly round hand-held pounder the size of a billiard ball, and long stone blades, possibly used for making arrow shafts or scraping animal skins.


Evidence on the site suggests that it remained in use as a human settlement, on and off, until the iron age, from 800 to 500BC. Julius Caesar reported that the site of the capital was occupied by a Gaulish tribe called the Parisii in 53BC.


The Roman city of Lutece was established soon afterwards, beginning in what is now the fifth arrondissement, on the left bank of the Seine.
Animal study suggests inadequate sleep may exacerbate cellular aging in the elderly

Cellular response to sleep deprivation is impaired in old mice

PHILADELPHIA - Researchers at the University of Pennsylvania School of Medicine have shown that the unfolded protein response, which is a reaction to stress induced by sleep deprivation, is impaired in the brains of old mice.


The findings suggest that inadequate sleep in the elderly, who normally experience sleep disturbances, could exacerbate an already-impaired protective response to protein misfolding that happens in aging cells. "Protein misfolding and aggregation is associated with many diseases like Alzheimer's and Parkinson's," notes first author Nirinjini Naidoo, PhD, Assistant Professor in the Division of Sleep Medicine. The study appears in the June issue of the Journal of Neuroscience.


The unfolded protein response (UPR) is one part of the quality control system for monitoring protein synthesis in the endoplasmic reticulum, the cellular compartment where some proteins are made. In this study, researchers found that the UPR was activated in 10-week old, sleep-deprived mice, so that misfolded proteins did not accumulate in the endoplasmic reticulum of brain cells in the cerebral cortex. However, in two-year-old, sleep-deprived mice, the UPR failed to do its job and misfolded proteins clogged the endoplasmic reticulum. Old mice that were not stressed by sleep deprivation were shown to already have an impaired UPR.


Sleep in mice is characterized by short periods of inactivity throughout the day and night. On average, mice sleep approximately one hour for every two they are awake. In order to deprive mice of sleep, researchers constantly monitored and gently stroked the mice with a brush to disturb periods of inactivity.


At 3, 6, 9, or 12 hours of sleep deprivation, proteins were examined from the mouse brains. By six hours of sleep deprivation, young mice demonstrated that the UPR system was in place because protein synthesis was shut off by a chaperone protein called BiP/GRP78. In contrast, there was no BiP/GRP78 in old mice so protein synthesis continued.


Old mice also had less of the proteins that refold abnormal proteins than young mice, and old mice had more of the proteins that cause cell death than young mice. Thus, several processes are upset in old mouse brains by sleep deprivation, and the overall result is a further accumulation of misfolded proteins.


"We could speculate that sleep disturbance in older humans places an additional burden on an already-stressed protein folding and degradation system," says Naidoo.


Future studies will examine whether augmenting key protective proteins delays the effects of aging and reduces sleep disturbances.

Study co-authors are Megan Ferber, Monali Master, Yan Zhu and Allan Pack, all of Penn. The study was funded by the National Institute on Aging.
Growth hormone's link to starvation may be clue to increasing life span, researchers find

DALLAS – June 27, 2008 – Researchers at UT Southwestern Medical Center have determined that starvation blocks the effects of growth hormone via a mechanism that may have implications in treating diabetes and extending life span.


"It's been well-established that growth is blunted during starvation. But our work shows that this is not just from running out of energy. It's much more sophisticated than that," said Dr. Steven Kliewer, professor of molecular biology and senior author of a study available online and appearing in today's issue of the journal Cell Metabolism.


Using genetically altered mice, the researchers found that during fasting, the actions of growth hormone are blocked by a fat-burning hormone called FGF21.


"It's something that we hadn't anticipated," said Dr. Kliewer.


Growth hormone has many functions in the growth and reproduction of cells, such as controlling the length of developing arm and leg bones in children.


Growth hormone has several other functions, however, even in adults. It promotes the breakdown of fats, stimulates creation of protein and increases levels of IGF-1 (insulin-like growth factor-1), a hormone that promotes growth. Too much growth hormone can cause insulin resistance, resulting in diabetes, and lead to other disorders.


In the current study, mice that were genetically altered to produce excess FGF21 grew to be much smaller than ordinary mice, even though they ate more and had more fat in proportion to their size.


Paradoxically, and to the researchers' surprise, the altered, smaller mice produced much greater amounts of growth hormone than normal.


Why didn't the altered mice grow larger than normal in response? The researchers found that FGF21 does not block the production of growth hormone; rather, it works to prevent growth hormone from activating the genes it normally controls.

Interfering with the actions of growth hormone has been shown to increase life span in mice, Dr. Kliewer said.


"In addition, intermittent fasting – which increases FGF21 concentrations – also extends life span in mice. This raises the intriguing possibility that FGF21 might be a longevity factor," Dr. Kliewer said.


"This is something that we're beginning to test in the lab," he said. "But our genetically engineered mice have all the classic hallmarks of extended life span: growth hormone resistance, low concentrations of IGF-1, increased insulin sensitivity and small size."


FGF21 is already being tested in human clinical trials for treatment of obesity and diabetes in adults, but the new findings linking FGF21 to interference with growth hormone might indicate that caution is needed before using it in children or teens, Dr. Kliewer said.

Other UT Southwestern researchers involved in the study were lead author Dr. Takeshi Inagaki, instructor of molecular biology; Dr. Vicky Lin, postdoctoral research fellow in pharmacology; and Dr. David Mangelsdorf, chairman of pharmacology and a Howard Hughes Medical Institute investigator. Dr. Moosa Mohammadi from New York University School of Medicine also participated in the study.
Australian crocs hit by cane toad 'wave of death'

* 17:23 27 June 2008

* NewScientist.com news service
* Rachel Nowak

Pit a cane toad against a freshwater crocodile and who wins? Although the croc eats the oversized amphibian, it seems the toad has the final laugh.


Dead freshwater crocodiles in Australia's Northern Territory were once a rare sight. But since 2005, locals have witnessed mass die-offs. Researchers now say the toxic and invasive cane toad (Bufo marinus) is to blame.

[image: image11.png]



Two surveys, in 2005 and 2007, suggested that the mass croc deaths have progressively moved inland from the mouth of Victoria River, at a pace that matches that of the cane toad invasion. The toads secrete a milky-white toxin which is lethal to many predators from glands behind their eyes and on their backs.


Mike Letnic of the University of Sydney and his team say a massive 77% of some populations of freshwater crocodiles – or "freshies" – have died since 2005.


The numbers are particularly worrying, says Letnic, because removing top predators like freshwater crocodiles (Crocodylus johnstoni) can boost the number of their prey and trigger a cascade of ecosystem changes that are difficult to predict.
A last supper? Freshwater crocodiles have been seen eating the toxic cane toads (Image: Mike Letnic/ University of Sydney)
Pest out of control


Cane toads were introduced to Queensland in northeast Australia in 1935 to combat the cane beetle, a sugar cane pest, and have been steadily marching westward across the continent since.


They are now considered invasive pests in their own right: they have decimated populations of Australian monitor lizards and certain species of snakes.
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To try and understand the damage the toads are inflicting, Letnic and his colleagues surveyed crocodiles in four regions of the Victoria River in the Northern Territory.


Crocodile sightings in the Victoria River Gorge region, where the invasion began, dropped from 156 to 49 between 2005 and 2007. The toads moved upriver from the gorge, reaching the Longreach Lagoon region in 2007. There, sightings dropped by 15% compared to 2005.


"We expected this. We first heard reports of dead freshies from helicopter pilots flying over rivers in the Gulf of Carpentaria [east of Victoria River] where cane toad had invaded," says Grahame Webb, director of Wildlife Management International in Darwin.


"It was a disaster waiting to happen. If it had been whales or some species with big brown eyes every one would have been up in arms," he adds.
Dead "freshies" are now often seen in and around the Victoria River – this was once an unusual sight (image: Mike Letnic/ University of Sydney)
Wave of death


Proving a causal link between cane toads and crocodile deaths is tricky, in part because crocs rapidly digest amphibians, so traces are rarely found. But Letnic says the "wave of death" has moved upstream with the toads, strongly suggesting the toads are the cause of the dropping crocodile numbers.


Letnic's team is continuing the surveys. They say the freshies and cane toads are often seen in close proximity to each other. This is likely to be all the more true in dryer regions like the semi-arid upper reaches of the Victoria River where the two species are forced to share water holes, says Letnic.

If true, cane toads could pose an even greater threat to native species as they move south into the dry interior of Australia and the need for water brings them into close proximity.


The researchers say in the long term, the high death rate may naturally select for crocodiles that have a higher tolerance to the toad toxin. This has been seen to happen in some blacksnake populations that have also been hit hard by the cane toads.


In the meantime, however, the toxin appears more lethal to younger crocs, suggesting that the reproductive rate of the populations could take a big plunge.

Journal reference: Biological Conservation (DOI: 10.1016/j.biocon.2008.04.031)
Stephen Hawking's explosive new theory
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By Roger Highfield, Science Editor

Last Updated: 12:01am BST 26/06/2008


Prof Stephen Hawking has come up with a new idea to explain why the Big Bang of creation led to the vast cosmos that we can see today.


Astronomers can deduce that the early universe expanded at a mind-boggling rate because regions separated by vast distances have similar background temperatures.


They have proposed a process of rapid expansion of neighbouring regions, with similar cosmic properties, to explain this growth spurt which they call inflation.


But that left a deeper mystery: why did inflation occur in the first place?
The new theory believes original estimates of Big Bang expansion are wrong


Now New Scientist reports that an answer has been proposed by Prof Stephen Hawking of Cambridge University, working with Prof Thomas Hertog of the Astroparticle and Cosmology Laboratory in Paris.


Prof Hawking is best known for his attempts to combine theories of the very small, quantum theory, and that of gravity and the very big, general relativity, into a new theory, called quantum gravity.


Quantum mechanics is awash with strange ideas and can shed new light on inflation, which came in the wake of when the universe itself was around the size of an atom.


By quantum lore, when a particle of light travels from A to B, it does not take one path but explores every one simultaneously, with the more direct routes being used more heavily.


This is called a sum over histories and Prof Hawking and Prof Hertog propose the same thing for the cosmos.


In this theory, the early universe can be described by a mathematical object called a wave function and, in a similar way to the light particle, the team proposed two years ago that this means that there was no unique origin to the cosmos: instead the wave function of the universe embraced a multitude of means to develop.


This is very counter intuitive: they argued the universe began in just about every way imaginable (and perhaps even some that are not). Out of this profusion of beginnings, like a blend of a God’s eye view of every conceivable kind of creation, the vast majority of the baby universes withered away to leave the mature cosmos that we can see today.


But, like any new idea, there were problems. The professors found that they could not explain the rapid expansion - inflation - of the universe, evidence of which is left behind all around us in what is called the cosmic microwave background, in effect the echo of the big bang, a relic of creation that can be measured with experiments on balloons and on space probes.


Now, in a paper in Physical Review Letters with Prof James Hartle of the University of California, Santa Barbara, they realised that their earlier estimates of inflation were wrong because they had not fully thought through the connection between, on the one hand, their theoretical predictions and, on the other, our observations of the echo.


At first, they found that the most probable history of the cosmos had only undergone "a little bit of inflation at the beginning, contradicting the observations," said Prof Hertog. Now, after a correction to take account of how the data we have on inflation is based on only a view of a limited volume of the universe, they find that the wave function does indeed predict a long period of inflation.


"This proposal, with volume weighting, can explain why the universe inflated," Prof Hawking tells New Scientist. By taking into account that we have a parochial view of the cosmos, the team has come up with a radical new take on cosmology.


Most models of the universe are bottom-up, that is, you start from well-defined initial conditions of the Big Bang and work forward. However, Prof Hertog and Prof Hawking say that we do not and cannot know the initial conditions present at the beginning of the universe. Instead, we only know the final state - the one we are in now.


Their idea is therefore to start with the conditions we observe today - like the fact that at large scales one does not need to adopt quantum lore to explain how the universe (it behaves classically, as scientists say) - and work backwards in time to determine what the initial conditions might have looked like.


In this way, they argue the universe did not have just one unique beginning and history but a multitude of different ones and that it has experienced them all.


The new theory is also attractive because it fits in with string theory - the most popular candidate for a "theory of everything."


String theory allows the existence of an" unimaginable multitude of different types of universes in addition to our own," but it does not provide a selection criterion among these and hence no explanation for why our universe is, the way it is", says Prof Hertog.


"For this, one needs a theory of the wave function of the universe."


And now the world of cosmology has one. The next step is to find specific predictions that can be put to the test, to validate this new view of how the cosmos came into being. 
Doubling of sexually transmitted infections among over-45s in under a decade

Trends in sexually transmitted infections (other than HIV) in older people: Analysis of data from an enhanced surveillance system


Rates of sexually transmitted infections have doubled among the over 45s in less than a decade, reveals research published ahead of print in the journal Sexually Transmitted Infections.


The almost exclusive focus on the sexual health of young people, including in national surveys of sexual behaviour, has tended to ignore older age groups, who are also at risk, say the authors.


Researchers monitored the numbers of sexually transmitted infections (STI) diagnosed in 19 sexual health clinics and reported to the Health Protection Agency's Regional Surveillance Unit in the West Midlands.


The period of analysis spanned eight years between 1996 and 2003 inclusive.


In total, 4445 STI episodes were identified among people aged 45 and older during that time. Most of these were in straight men and women.


The most commonly diagnosed infection among the over 45s was genital warts, accounting for almost half (45%) of the episodes. Herpes was the next most common, accounting for almost one in five (19%).


Men and those between the ages of 55 and 59 were significantly more likely to have an STI than anyone else.


Among women, rates were highest among those aged 45 to 54; among men, rates were highest among those aged 55 to 60 plus.


Cases of chlamydia, herpes, warts, gonorrhoea and syphilis all rose sharply. And the cumulative rate of infections more than doubled from 16.7 per 100, 000 of the population in 1996 to 36.3 per 100,000 of the population in 2003.


And in 1996, this age group comprised 3.9% of all clinic visits; by 2003, this had risen to 4.5%.


While the numbers of infections identified in younger age groups rose 97% during the period of the study, those identified in the over 45s rose 127%.


Programmes aimed at preventing sexually transmitted infections should be tailored towards different age groups and do more to dispel myths and assumptions about the level of sexual activity among older age groups, say the authors.


"Indeed, it may be argued that older people are more susceptible [to sexually transmitted infections] as they are less likely to use condoms than younger people," they say, adding that as successive waves of people with more liberal sexual attitudes and behaviours age, the problem is likely to worsen.
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