
Very Large Array Retooling for 21st-Century Science
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An international project to make the world's most productive ground-based telescope 10 times more capable has reached its halfway mark and is on schedule to provide astronomers with an extremely powerful new tool for exploring the Universe. The National Science Foundation's Very Large Array (VLA) radio telescope now has half of its giant, 230-ton dish antennas converted to use new, state-of-the-art digital electronics to replace analog equipment thatVLA and Radio Galaxy


“We're taking a facility that has made landmark discoveries in astronomy for three decades and making it 10 times more powerful, at a cost that's a fraction of its total value, by replacing outdated technology with modern equipment,” said Mark McKinnon, project manager for the Expanded VLA (EVLA). Rick Perley, EVLA project scientist, added: “When completed in 2012, the EVLA will be 10 times more sensitive, cover more frequencies, and provide far greater analysis capabilities than the current VLA. In addition, it will be much simpler to use, making its power available to a wider range of scientists.”


The EVLA will give scientists new power and flexibility to meet the numerous challenges of 21st-Century astrophysics. The increased sensitivity will reveal the earliest epochs of galaxy formation, back to within a billion years of the Big Bang, or 93 percent of the look-back time to the beginning of the Universe. It will have the resolution to peer deep into the dustiest star-forming clouds, imaging protoplanetary disks around young stars on scales approaching that of the formation of terrestrial planets. The EVLA will provide unique capabilities to study magnetic fields in the Universe, to image regions near massive black holes, and to systematically track changes in transient objects such as supernovae and fast-moving jets from massive, compact objects such as neutron stars and black holes.

VLA Antennas Getting Modern Electronics To Meet New Scientific Challenges NRAO/AUI/NSF


Authorized by Congress in 1972, the VLA was constructed during the 1970s and dedicated in 1980. Astronomers began using it for research even before its completion. To date, nearly 2,500 scientists from around the world have used the VLA for more than 13,000 observing projects. More than 200 Ph.D dissertations have been based on data obtained from VLA observations. The VLA's discoveries have ranged from finding water ice on Mercury, the closest planet to the Sun, to revealing details of the complex region surrounding the black hole at the core of our own Milky Way Galaxy, to providing surprising evidence that a distant galaxy had already formed and produced stars prolifically less than a billion years after the Big Bang.


Half, or fourteen, of the VLA's inventory of 28, 25-meter-diameter dish antennas now have been converted to the new, digital configuration. The antennas collect faint radio waves emitted by celestial objects. Data from all the antennas are brought to a central, special-purpose computing machine, called a correlator, to be combined into a form that allows scientists to produce detailed, high-quality images of the astronomical objects under investigation.


This entire system for collecting, transmitting and analyzing the cosmic radio signals is being replaced for the EVLA. New, more sensitive radio receivers will cover the entire frequency range of 1-50 GHz. A 1970s-era waveguide system gives way to a modern, fiber-optic system that dramatically increases the amount of data that can be delivered from the antenna to the correlator. Finally, a new, state-of-the-art correlator -- a special-purpose supercomputer -- is being built by Canadian scientists and engineers. This correlator will easily handle the increased data flow, offers much greater observing flexibility, and provides vastly expanded capabilities for analyzing the data to gain scientific insight about the astronomical objects.


“We're leapfrogging several generations of technological progress to make the EVLA a completely modern, 21st-Century scientific facility,” said Fred K.Y. Lo, NRAO Director.


Construction work on the EVLA began in 2001. The project costs $93.75 million in U.S. dollars -- $58.7 million in new direct funding from the National Science Foundation, $1.75 million from Mexico, $17 million from Canada in the form of the new correlator, and $16.3 million in the form of labor from existing staff at the NRAO. The current value of the VLA infrastructure on which the EVLA is being built is estimated at $300 million.


“The EVLA project is giving us 10 times the VLA's capability at one-third the cost of the current facility,” McKinnon pointed out.


To provide the improved scientific capabilities, the EVLA will boast some impressive technical feats. For example, the fiber-optic data transmission system will carry as much information instantaneously as the entire current U.S. internet. The EVLA receiving system will be so sensitive that it could detect the weak radio transmission from a cell phone at the distance of Jupiter -- half a billion miles away.

The National Radio Astronomy Observatory is a facility of the National Science Foundation, operated under cooperative agreement by Associated Universities, Inc.

UBC scientist invokes future generations to save tuna populations from collapse


Balancing short- and long-term fisheries benefits could have prevented the collapse of the cod populations in Atlantic Canada, and is the last best chance for tuna, says University of British Columbia fisheries economist Rashid Sumaila.


“We must act as if future generations of people are alive and negotiating with us now on catch levels,” says Sumaila, who is presenting his findings with UBC Fisheries Prof. Daniel Pauly at the American Association for the Advancement of Science (AAAS) Annual Meeting in Boston, MA.


Comparing the fate of tuna to that of cod, which helped shape the economies of whole nations in the early 20th century, Sumaila and fellow scientists from Stanford University, the University of New Hampshire and the World Wildlife Fund (WWF) say warning signs are clear that tuna stocks are on the brink of disastrous decline.


“At its peak in 1968, cod fisheries in Atlantic Canada provided US$1.4 billion in revenues,” says Sumaila. “By 2004, they delivered only US$10 million.” He estimates revenues from yellowfin tuna in the Western Central Pacific peaked in 2001 at US$1.9 billion and dropped by 40 per cent in only three years to US$1.1 billion.


Developed countries like the U.S. and Japan have technologically advanced long-line fishing fleets that enable them to harvest adult yellowfin tuna, highly valuable and popular with the Japanese sushi market. Developing countries such as the Philippines, however, have less advanced fleets that target skipjack using purse-seiners and fish aggregating devices while trapping juvenile yellowfin as by-catch.


WWF-Philippines estimates 16 per cent of total tuna catch of the Philippine’s purse-seine fleet are juvenile yellowfin by-catch. If allowed to grow to maturity, this by-catch would total 1.2 million tonnes in marketable biomass, representing over US$1.2 billion a year in lost revenue.


“If we could establish cooperative management agreements that see developing countries receive a share of current adult tuna fishery yields from developed nations in return for allowing the juvenile population to mature, everyone, including future generations of people, will benefit from much greater economic gains while preserving tuna population for the long run,” says Sumaila.

Human culture subject to natural selection, Stanford study shows


The process of natural selection can act on human culture as well as on genes, a new study finds.


Scientists at Stanford University have shown for the first time that cultural traits affecting survival and reproduction evolve at a different rate than other cultural attributes. Speeded or slowed rates of evolution typically indicate the action of natural selection in analyses of the human genome.


This study of cultural evolution, which compares the rates of change for structural and decorative Polynesian canoe-design traits, is scheduled to appear Tuesday, Feb. 19, in the online Proceedings of the National Academy of Sciences.


“Biological evolution of inherited traits is the essential organizing principle of biology, but does evolution play a corresponding role in human culture”“ said Jared Diamond, a professor of geography at the University of California-Los Angeles and author of Guns, Germs and Steel. “This paper makes a decisive advance in this controversial field.”


The Stanford team studied reports of canoe designs from 11 Oceanic island cultures. They evaluated 96 functional features (such as how the hull was constructed or the way outriggers were attached) that could contribute to the seaworthiness of the canoes and thus have a bearing on fishing success or survival during migration or warfare. They also evaluated 38 decorative or symbolic features (such as the typeae design traits from island group to island group. Statistical test results showed clearly that the functional canoe design elements changed more slowly over time, indicating that natural selection could be weeding out inferior new designs. This cultural analysis is similar to analyses of the human genome that have been successful in finding which genes are under selection.


The field of cultural evolution is controversial because not all historians, social scientists or even biologists agree that cultural change can be understood in an evolutionary context. Some say that human beliefs and behaviors are too unpredictable.


But Nina Jablonski, chair of the Anthropology Department at Pennsylvania State University, said she is sold on the research. “This paper is revolutionary in its approach ... one of the most significant papers to be written in anthropology in the last 20 years,” she said.


Authors of the study said their results speak directly to urgent social and environmental problems.


“People studying climate change, population growth, poverty, racism and the threat of plagues all know what the problems are and what we should be doing to solve them,” said Paul Ehrlich, the Bing Professor of Population Studies at Stanford.


Ehrlich, author of The Population Bomb and other books on dilemmas facing contemporary human society, said he does not understand why more effort is not going into urgently needed solutions. “What we don't know, and need to learn, is how cultures change and how we can ethically influence that process,” he said.


Deborah S. Rogers, a research fellow at Stanford, said their findings demonstrate that “some cultural choices work while others clearly do not.”


“Unfortunately, people have learned how to avoid natural selection in the short term through unsustainable approaches such as inequity and excess consumption. But this is not going to work in the long term,” she said. “We need to begin aligning our culture with the powerful forces of nature and natural selection instead of against them.”


Examples of cultural approaches that are putting humans at risk include “everything from the economic incentives, industrial technologies and growth mentality that cause climate change, pollution and loss of biodiversity, to the religious polarization and political ideologies that generate devastating conflict around the globe,” Rogers said. “If the leadership necessary to undertake critically needed cultural evolution in these areas can't be found, our civilization may find itself weeded out by natural selection, just like a bad canoe design.”

Deborah S. Rogers and Paul R. Ehrlich are affiliated with the Center for Conservation Biology.

MIT explains spread of 1918 flu

CAMBRIDGE, Mass.--MIT researchers have explained why two mutations in the H1N1 avian flu virus were critical for viral transmission in humans during the 1918 pandemic outbreak that killed at least 50 million people.


The team showed that the 1918 influenza strain developed two mutations in a surface molecule called hemagglutinin (HA), which allowed it to bind tightly to receptors in the human upper respiratory tract.


“Two mutations dramatically change the HA binding affinity to receptors found in the human upper airways,” said Ram Sasisekharan, the Underwood Prescott Professor of Biological Engineering and Health Sciences and Technology.


Sasisekharan is the senior author of a paper on the work to be published in the Feb. 18 issue of the Proceedings of the National Academy of Sciences.


In January, Sasisekharan and colleagues reported in Nature Biotechnology that flu viruses can only bind to human respiratory cells if they match the shape of sugar (or glycan) receptors found on those cells.


The glycan receptors found in the human respiratory tract are known as alpha 2-6 receptors, and they come in two shapes-one resembling an open umbrella, and another resembling a cone. To infect humans the MIT team found that avian flu viruses must gain the ability to bind to the umbrella-shaped alpha 2-6 receptor.


In the current study, the team discovered that two mutations in HA allow flu viruses to bind tightly or with high affinity to the umbrella-shaped glycan receptors.


“The affinity between the influenza virus HA and the glycan receptors appears to be a critical determinant for viral transmission,” said Sasisekharan.


The researchers used the 1918 influenza virus as a model system to investigate the biochemical basis for hemagglutinin binding to glycans, which leads to viral transmission. They compared the virus that caused the 1918 pandemic (known as SC18) with a strain called NY18 that differs from SC18 by only one amino acid, and also the AV18 strain, which differs from SC18 by two amino acids.


Using ferrets (which are susceptible to human flu strains), researchers had earlier found that, while SC18 transmitted efficiently between ferrets, NY18 is only slightly infectious and AV18 not at all infectious.


These earlier findings correlate with the viruses' ability to bind umbrella-shaped alpha 2-6 glycan receptors, demonstrated in the current PNAS study.


NY18, which is only slightly infectious, binds to the umbrella-shaped alpha 2-6 receptors but not as well as SC18, which is highly infectious.


AV18, which does not infect humans, does not have any affinity for the umbrella-shaped alpha 2-6 receptors and binds only to alpha 2-3 receptors.


Another strain, TX18, binds to alpha 2-6 and alpha 2-3 but is much more infectious than NY18, because it binds with high affinity to the umbrella-shaped alpha 2-6 receptors.


Researchers from the Centers for Disease Control and Prevention reported on the varying infectiousness of these strains last year, but the PNAS study is the first that explains the exact biochemical reason underlying these differences.


This new work could aid researchers in monitoring the HA mutations in the H5N1 avian flu strains currently circulating in Asia. These mutations could enable the virus to jump from birds to humans, as many epidemiologists fear will occur.

Other authors of the PNAS paper are Aravind Srinivasan and Karthik Viswanathan, postdoctoral associates in MIT's Department of Biological Engineering (BE); Rahul Raman, research scientist in BE; Aarthi Chandrasekaran, graduate student in BE; S. Raguram, visiting scientist in BE; Viswanathan Sasisekharan, visiting scientist in the Harvard-MIT Division of Health Sciences and Technology, and Terrence Tumpey of the Centers for Disease Control and Prevention.

The research was funded by the National Institute of General Medical Sciences and the Singapore-MIT Alliance for Research and Technology (SMART).

MIT creates gecko-inspired bandage

CAMBRIDGE, Mass.--MIT researchers and colleagues have created a waterproof adhesive bandage inspired by gecko lizards that may soon join sutures and staples as a basic operating room tool for patching up surgical wounds or internal injuries.


Drawing on some of the principles that make gecko paws unique, the surface of the bandage has the same kind of nanoscale hills and valleys that allow the lizards to cling to walls and ceilings. Layered over this landscape is a thin coating of glue that helps the bandage stick in wet environments, such as to heart, bladder or lung tissue. And because the bandage is biodegradable, it dissolves over time and does not have to be removed.


The team is led by MIT Institute Professor Robert Langer and Jeff Karp, an instructor of medicine at Brigham and Women's Hospital and Harvard Medical School. Both are also faculty members at the Harvard-MIT Division of Health Sciences and Technology (HST).


The work will be described in the Feb. 18 online issue of the Proceedings of the National Academy of Sciences.


“There is a big need for a tape-based medical adhesive,” said Karp. For instance, a surgical adhesive tape made from this new material could wrap around and reseal the intestine after the removal of a diseased segment or after a gastric bypass procedure. It could also patch a hole caused by an ulcer. Because it can be folded and unfolded, it has a potential application in minimally invasive surgical procedures that are particularly difficult to suture because they are performed through a very small incision.


Gecko-like dry adhesives have been around since about 2001 but there have been significant challenges to adapt this technology for medical applications given the strict design criteria required. For use in the body, they must be adapted to stick in a wet environment and be constructed from materials customized for medical applications. Such materials must be biocompatible, meaning they do not cause inflammation; biodegradable, meaning they dissolve over time without producing toxins; and elastic, so that they can conform to and stretch with the body's tissues.


The MIT researchers met these requirements by building their medical adhesive with a “biorubber” invented by Karp, Langer and others. Using micropatterning technology-the same technology used to create computer chips-the researchers shaped the biorubber into different hill and valley profiles at nanoscale dimensions. After testing them on intestinal tissue taken from pigs, they selected the stickiest profile, one with pillars spaced just wide enough to grip and interlock with the underlying tissue.


Karp then added a very thin layer of a sugar-based glue, to create a strong bond even to a wet surface. The resulting bandage “is something we never expect to remove,” said Karp. Because of that difference, he continued, “we're not mimicking the gecko”-which has sticky paws but can still lift them up to walk-”we are inspired by the gecko to create a patterned interface to enhance the surface area of contact and thus the overall strength of adhesion.”


When tested against the intestinal tissue samples from pigs, the nanopatterned adhesive bonds were twice as strong as unpatterned adhesives. In tests of the new adhesive in living rats, the glue-coated nanopatterned adhesive showed over a 100 percent increase in adhesive strength compared to the same material without the glue. Moreover, the rats showed only a mild inflammatory response to the adhesive, a minor reaction that does not need to be overcome for clinical use.


Among other advantages, the adhesive could be infused with drugs designed to release as the biorubber degrades. Further, the elasticity and degradation rate of the biorubber are tunable, as is the pillared landscape. This means that the new adhesives can be customized to have the right elasticity, resilience and grip for different medical applications.


“This is an exciting example of how nanostructures can be controlled, and in so doing, used to create a new family of adhesives,” said Langer.

Other MIT authors of the paper are co-first authors Alborz Mahdavi, a former MIT lab technician now at the California Institute of Technology; Lino Ferreira, a former MIT postdoctoral fellow now at the University of Coimbra, Portugal; Jason W. Nichol and Edwin P. Chan, HST postdoctoral fellows; David J.D. Carter and Jeff Borenstein of Draper Laboratory; HST doctoral student Chris Bettinger; and MIT graduate students Siamrut Patanavanich, Loice Chignozha, Eli B. Joseph, Alex Galakatos and Seungpyo Hong, all from the Department of Chemical Engineering. Additional authors are from Massachusetts General Hospital and the University of Basel, Switzerland.

The work was funded by the National Institutes of Health, the Materials Research Science and Engineering Center (MRSEC) program of the National Science Foundation, and the MIT-Portugal program.

Herpes virus link to complications in pregnancy


Researchers at Adelaide's Women's & Children's Hospital and the University of Adelaide, Australia, have made a world-first discovery that links viral infection with high blood pressure during pregnancy and pre-term birth.


The research findings, published in the British Journal of Obstetrics & Gynaecology, are a major step forward in unravelling the mystery of the cause of high blood pressure in pregnancy.


The research has been conducted by the South Australian Cerebral Palsy Research Group, based in the University of Adelaide's School of Paediatrics & Reproductive Health and the Women's and Children's Hospital Microbiology & Infectious Diseases Department.


Their work demonstrates, for the first time, that exposure to viral infection -- especially viruses of the herpes group -- may be associated with pregnancy-induced hypertensive disease (pre-eclampsia) and also with pre-term birth.


The research discovered the presence of viral nucleic acid in heel-prick blood samples from 1326 newborn babies, taken over a 10-year period. More than 400 of these babies were diagnosed with cerebral palsy.


“This is an exciting finding and further studies are now required to look at the link between viral exposure in pregnancy and genetic susceptibility to adverse pregnancy outcomes, such as high blood pressure, premature delivery and cerebral palsy,” says Professor Alastair MacLennan, leader of the research group.


Pregnancy hypertension (high blood pressure) occurs in up to 10% of first pregnancies throughout the developed world, such as in the UK, the United States and Australia. When untreated, it can lead to uncontrolled epileptic fits of eclampsia with loss of baby and mother. It is a common cause of maternal death in Third World countries.


The cause of high blood pressure in pregnancy has been an enigma for decades and a holy grail for many researchers.


The Adelaide research group has already demonstrated a link between viral infection in pregnancy, genetic mutations in genes controlling inflammatory and blood clotting processes, and the development of cerebral palsy.


The group has also found an association between several hereditary gene mutations with changes in inflammatory proteins that may cause dysfunction and constriction of the blood vessels of the placenta and brain, thus causing the rise in blood pressure in pregnancy. If not controlled, this can be lethal.


“We are just beginning to understand the interaction and importance of exposure to viruses and genetic susceptibility to infection both in pregnancy and the newborn,” says Associate Professor Paul Goldwater, the virologist of the team.

Dr Catherine Gibson, the Senior Scientist of the group, has recently returned from presenting some of these results in the United States, where there is great interest in the Adelaide work.

Building brains: Mammalian-like neurogenesis in fruit flies


A new way of generating brain cells has been uncovered in Drosophila. The findings, published this week in the online open access journal Neural Development, reveal that this novel mode of neurogenesis is very similar to that seen in mammalian brains, suggesting that key aspects of neural development could be shared by insects and mammals.


In the widely accepted model of neurogenesis in Drosophila, neuroblasts divide asymmetrically both to self renew and to produce a smaller progenitor cell. This cell then divides into two daughter cells, which receive cell fate determinants, causing them to exit the cell cycle and differentiate.


In mammals, neural stem cells may also divide asymmetrically but can then amplify the number of cells they produce through intermediate progenitors, which divide symmetrically. A research team from the University of Basel, Switzerland set out to study whether specific Drosophila neural stem cells, neuroblasts, might increase the number of cells generated in the larval brain via a similar mechanism.


The team used cell lineage tracing and genetic marker analysis to show that surprisingly large neuroblast lineages are present in the dorsomedial larval brain -- a result, they say, of amplified neuroblast proliferation mediated through intermediate progenitors.


In the novel mechanism postulated by the researchers, there are intermediate progenitors present that divide symmetrically in terms of morphology, but asymmetrically in molecular terms. This latter feature means that cell fate determinants are segregated into only one daughter cell, leaving the other free to divide several more times, thus amplifying the number of cells generated.


The authors write: “The surprising similarities in the patterns of neural stem and intermediate progenitor cell division in Drosophila and mammals, suggest that amplification of brain neurogenesis in both groups of animals may rely on evolutionarily conserved cellular and molecular mechanisms.”

Study: Before a CT scan or angiogram, many people should take inexpensive drug to protect kidneys

Iodine contrast agents that enhance the scans can harm vulnerable kidneys, but N-acetylcysteine taken beforehand can protect at-risk patients

ANN ARBOR, Mich. ― As more and more Americans undergo CT scans and other medical imaging scans involving intense X-rays, a new study suggests that many of them should take a pre-scan drug that could protect their kidneys from damage.


The inexpensive drug, called N-acetylcysteine, can prevent serious kidney damage that can be caused by the iodine-containing “dyes” that doctors use to enhance the quality of such scans.


That “dye,” called contrast agent, is usually given intravenously before a CT scan, angiogram or other test. But the new study shows that taking an N-acetylcysteine tablet before receiving the contrast agent can protect patients ― and that it works better than other medicines that have been proposed for the same purpose.


People whose kidneys are already vulnerable, including many older people and those with diabetes or heart failure, are the most at risk from contrast agents, and have the most to gain from taking the drug.


Researchers from the University of Michigan Health System performed the study, which is published in the Annals of Internal Medicine. It is a meta-analysis of data from 41 randomized controlled studies that evaluated various drugs for their kidney-protecting effects. It was led by Aine Kelly, M.D., M.S., an assistant professor in the Department of Radiology at the U-M Medical School.


Only N-acetylcysteine clearly prevented contrast-induced nephropathy, the medical name for kidney damage caused by contrast agents. Theophylline, another drug that has been seen as a possible kidney-protecting agent, did not reduce risk significantly. Other drugs had no effect, and one, furosemide, raised kidney risk.


“Our goal is to improve the safety and quality of these common tests by studying drugs that reduce the risk of kidney failure,” says senior author Ruth Carlos, M.D., associate professor of radiology.


Mild to moderate kidney damage occurs in one in four high-risk people who have CT scans, and in as many as one in ten people with normal kidney function. In some cases, it causes acute kidney failure.


“Millions of people receive contrast agent each year, including most heart patients who have angioplasties and stents, as well as those having a CT scan. Contrast agent helps physicians see the things we need to see, but it also does pose a hazard to some people,” says Kelly. “This drug, which is quick, convenient, inexpensive and widely available, with no major side effects, appears to be the best choice to protect those whose kidneys are most at risk.”


Only studies that involved intravenous iodine-containing contrast agents, and compared a drug with a water or saline control, were included in the analysis. Oral “milkshake” barium contrast agents, used in CT scans of the digestive system, do not cause kidney damage, and were not included.


The study also did not assess potential ways to protect against kidney damage from gadolinium contrast agents used in MRI (magnetic resonance imaging) scans. Since May 2007, those contrast agents have carried a warning from the U.S. Food and Drug Administration about risk to kidneys.


Kelly, Carlos and their colleagues performed the study to try to get a firm answer to a question that has puzzle medical imaging specialists for years.


Although many drugs have been tried for prevention of iodine-related contrast-induced nephropathy, contradictory evidence has emerged from studies of how well they work. The result has been widespread variation in what hospitals and medical imaging centers do before scanning a patient.


Although a prospective trial comparing N-acetylcysteine directly to other drugs should be conducted to verify the U-M team’s findings, the team hopes its new study will help guide both clinicians and patients.


In fact, Kelly says, patients who know they have weakened kidneys -- also called impaired renal function -- should speak up when their doctor orders a CT scan, angiogram or angioplasty, and make sure they get a tablet of N-acetylcysteine beforehand.


And, since most kidney problems cause no symptoms, even healthy people might want to ask their doctors to test their blood creatinine levels before sending them for a scan.


Creatinine levels go up when the kidneys aren’t operating efficiently. Contrast-induced nephropathy is defined as a 25 percent or greater increase in creatinine within 48 hours of receiving contrast agent. The new study evaluated the impact of pre-scan medicines by looking at their impact on patients’ creatinine levels, as a surrogate for kidney function.


The problem of contrast-induced nephropathy is a relatively recent one ― a byproduct of the dramatic increase in the use of CT scans and X-ray guided procedures such as angioplasty.


The benefit of these scans is not in question: Intense X-rays can reveal valuable information about injuries, diseases, and patients’ response to treatment. Iodine-containing agents allow doctors to improve the scans even further, giving better “contrast” between the blood vessels and tissue, because X-rays are scattered differently by iodine. But as the iodine is carried by the blood to the kidneys, and filtered out into the urine, the iodine can upset the delicate balance that keeps the kidneys functioning.


In recent years, manufacturers of contrast agents have begun to offer different formulations that may pose less risk to patients’ kidneys. More expensive low-iodine and iodine-free agents are available to especially vulnerable patients, and to people who are allergic to iodine. But for everyone else, medical imaging specialists have tried to find ways to prevent the damage.


N-acetylcysteine is already widely used to clear mucus in cystic fibrosis patients, and to treat overdoses of acetaminophen. It’s also being studied for other uses.


Tablets of prescription-strength N-acetylcysteine are inexpensive -- about 25 cents for a 500 milligram tablet -- and stocked by most pharmacies. It has few side effects. Over-the-counter supplement forms of the drug should not be used for pre-scan kidney protection.

In addition to Kelly and Carlos, the study’s authors are Ben Dwamena, M.D., and Paul Cronin, M.B.B.Ch., both assistant professors of radiology, and Steven J. Bernstein, M.D., MPH, professor of internal medicine. The study was funded by the National Institutes of Health and the National Cancer Institute, and by Kelly’s GE-Association of University Radiologists Radiology Research Academic Fellowship. None of the authors has financial connections with manufacturers of the drugs or contrast agents studied.

Aussie neuroscientist tests addiction drug


UQ pharmacy graduate Dr Selena Bartlett is starting clinical trials of a new drug that could potentially curb addictions such as smoking, drinking, gambling even depression.


The drug, marketed as Chantix by Pfizer, has reduced alcohol consumption in laboratory rats by 50 percent and will be trialled in humans next month by Dr Bartlett and Dr Markus Heilig's team in the United States.


Chantix latches onto ‘good feeling' receptors in the brain to block cravings for addictions such as nicotine or alcohol.


Dr Bartlett is the Director of the Preclinical Development Group at the Ernest Gallo Clinic and Research Centre, one of the world's top alcohol and addiction research centres, at the University of California in San Francisco.


She said she was convinced of the drug's potential but it had been hard to convince others, despite the drug gaining widespread media attention in the US.


“Big companies still do not believe in the potential of addiction as a market, believe it or not,” Dr Bartlett said.


The Chantix trials are just one of 10 major projects for Dr Bartlett's lab team, which is working on reducing ethanol consumption and new drug screening technologies.


Dr Bartlett was asked to set up her preclinical lab to study addiction and how it modifies brain function.


“I wanted to make a difference in the world and develop treatments that would help people,” she said.


“Addiction is currently one of the most under-served and least understood.”


Her passion for understanding brain functions stemmed from her late-sister who had schizophrenia.


“She is still very much a driving force in my life and the reason I am doing this type of translational research.”


She also hopes to create a Foundation to fund research and develop better treatments for neuropsychiatric diseases such as schizophrenia, in memory of her sister.


Dr Bartlett grew up in the small South Burnett town of Nanango, where her parents ran the local pharmacy for 35 years ― until last November.


She went to UQ like many of her siblings, parents and her husband's parents and grandparents going back to the 1920s.


She studied pharmacy at UQ with a Bachelor, Hons and PhD by 1994, with the expectation that she eventually work back in the family pharmacy.


By the time she finished her pharmacy study with a focus on morphine tolerance and dependence, she had also found two loves ― her husband and neuroscience.


“I loved my time at UQ. It changed my life. I went in with all intentions of becoming a practising pharmacist and left a neuroscientist.


“I became addicted to the thrill of a new discovery and research . . .I also fell in love with neurosciences.


“I could see that understanding the neurobiological basis of addiction would provide valuable insights into brain function but also would help to uncover the causes of this devastating disease.”


Dr Bartlett and her husband Peter, also a UQ student at the time studying electrical engineering and computer science, met while windsurfing at the Gold Coast.


After working in Australia they moved to the US and then Dr Bartlett was offered the job of setting up a lab to develop a new model of translational research.


“I was advised not to do it. This is where being Australian and my early experiences in Nanango really kicked in. I decided to give it a go.”


She said growing up in a small country town and her time in the family's pharmacy gave her a pioneering attitude, fearlessness and stubbornness.


“I remember counting pills the old way, one by one, or ten by ten.


“I have vivid memories of my dad making ointments on a glass slab.


“My dad used to make industrial quantities of ointments at one time. The ointment was gooey and took forever to make, sometimes hours.

Her husband, Peter, is a Professor of Computer Science and Statistics at the University of California Berkeley and is an Honorary Professor of UQ's School of Information Technology and Electrical Engineering.

Do animals think like autistic savants?


When Temple Grandin argued that animals and autistic savants share cognitive similarities in her best-selling book Animals in Translation (2005), the idea gained steam outside the community of cognitive neuroscientists. Grandin, a professor of animal science whose best-selling books have provided an unprecedented look at the autistic mind, says her autism gives her special insight into the inner workings of the animal mind. She based her proposal on the observation that animals, like autistic humans, sense and respond to stimuli that nonautistic humans usually overlook.
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In a new essay published in the open access journal PLoS Biology, Giorgio Vallortigara and his colleagues, argue that, while Grandin’s book “shows extraordinary insight into both autism and animal welfare,” the question of equivalent cognitive abilities between savants and animals “deserves scrutiny from scientists working in animal cognition and comparative neuroscience.”


Vallortigara et al. argue that savant abilities―for example, exceptional skills in music, math, or art―come at a cost in other aspects of processing and, therefore, appear to be unrelated to the extraordinary species-specific adaptations seen in some taxa. Furthermore, the authors argue, rather than having privileged access to lower level sensory information before it is packaged into concepts, as has been argued for savants, animals, like non-autistic humans, process sensory inputs according to rules, and that this manner of processing is a specialized feature of the left hemisphere in humans and nonhuman animals. At the most general level, they argue, “the left hemisphere sets up rules based on experience and the right hemisphere avoids rules in order to detect details and unique features that allow it to decide what is familiar and what is novel. This is true for human and nonhuman animals, likely reflecting ancient evolutionary origins of the underlying brain mechanisms.”

Australian magpies have been recorded as mimicking a complex sequence of sounds from a kookaburra duet or even learning a whole song on a single exposure.  G. Kaplan, Centre for Animal Behaviour and Neuroscience


Grandin, who responds to the authors’ critique in a special commentary, suggests that “the basic disagreement between the authors and me arises from the concept of details―specifically how details are perceived by humans, who think in language, compared with animals, who think in sensory-based data. Since animals do not have verbal language, they have to store memories as pictures, sounds, or other sensory impressions.” And sensory-based information, she says, is inherently more detailed than word-based memories. “As a person with autism, all my thoughts are in photo-realistic pictures,” she explains. “The main similarity between animal thought and my thought is the lack of verbal language.”


Though Grandin appreciates the authors’ “fascinating overview of the most recent research on animal cognition,” she suggests that “further experiments need to be done with birds to either confirm or disprove Vallortigara et al.’s hypothesis that birds such as the Clark’s nutcracker, which has savant-like memory for food storage, has retained good cognition in other domains. My hypothesis is that birds that have savant-like skills for food storage sites or remembering migration routes may be less flexible in their cognition.” Grandin welcomes the discussion following the publication of her book―we invite readers to join in that discussion by posting their own Reader Response.

Citation: Vallortigara G, Snyder A, Kaplan G, Bateson P, Clayton NS, et al. (2008) Are animals autistic savants” PLoS Biol 6(2): e42. doi:10.1371/journal. pbio.0060042

Listening to music improves stroke patients' recovery

Listening to music in the early stages after a stroke can improve patients’ recovery, according to new research published online in the medical journal Brain today (Wednesday 20 February).


Researchers from Finland found that if stroke patients listened to music for a couple of hours a day, their verbal memory and focused attention recovered better and they had a more positive mood than patients who did not listen to anything or who listened to audio books. This is the first time such an effect has been shown in humans and the researchers believe it has important implications for clinical practice.


-As a result of our findings, we suggest that everyday music listening during early stroke recovery offers a valuable addition to the patients’ care- especially if other active forms of rehabilitation are not yet feasible at this stage-by providing an individually targeted, easy-to-conduct and inexpensive means to facilitate cognitive and emotional recovery, says Teppo Sa”rka”mo”, the first author of the study.


Sa”rka”mo”, a PhD student at the Cognitive Brain Research Unit, Department of Psychology, at the University of Helsinki and at the Helsinki Brain Research Centre, focused on patients who had suffered a stroke of the left or right hemisphere middle cerebral artery (MCA). He and his colleagues recruited 60 patients to the single-blind, randomised, controlled trial between March 2004 and May 2006 and started to work with them as soon as possible after they had been admitted to hospital.


-We thought that it was important to start the listening as soon as possible during the acute post-stroke stage, as the brain can undergo dramatic changes during the first weeks and months of recovery and we know these changes can be enhanced by stimulation from the environment, Sa”rka”mo” explains.


Most of the patients had problems with movement and with cognitive processes, such as attention and memory, as a result of their stroke. The researchers randomly assigned them to a music listening group, a language group or a control group. During the next two months the music and language groups listened daily to music they chose themselves (in any musical genre, such as pop, classical, jazz or folk) or to audio books respectively, while the control group received no listening material. All groups received standard stroke rehabilitation. The researchers followed and assessed the patients up to six months post-stroke, and 54 patients completed the study.


-We found that three months after the stroke, verbal memory improved from the first week post-stroke by 60 percent in music listeners, by 18 percent in audio book listeners and by 29 percent in non-listeners. Similarly, focused attention-the ability to control and perform mental operations and resolve conflicts among responses-improved by 17 percent in music listeners, but no improvement was observed in audio book listeners and non-listeners. These differences were still essentially the same six months after the stroke, Sa”rka”mo” says.


In addition, the researchers found that the music listening group experienced less depressed and confused mood than the patients in the control group.


-These differences in cognitive recovery can be directly attributed to the effect of listening to music, says Sa”rka”mo”. -Furthermore, the fact that most of the music (63 percent) also contained lyrics would suggest that it is the musical component (or the combination of music and voice) that plays a crucial role in the patients’ improved recovery.


-I would like to emphasise the fact that this is a novel finding made in a single study that is promising but will have to be replicated and studied further in future studies to better understand the underlying neural mechanisms. Since the result is based on a group study, I would also caution people not to interpret it as evidence that music listening works for every individual patient. Rather than an alternative, music listening should be considered as an addition to other active forms of therapy, such as speech therapy or neuropsychological rehabilitation, Sa”rka”mo” continues.


The researchers say there may be three neural mechanisms by which music could help to stroke patients to recover:

    * Enhanced arousal (alertness), attention and mood, mediated by the dopaminergic mesocorticolimbic system-the part of the nervous system that is implicated in feelings of pleasure, reward, arousal, motivation and memory;

    * Directly stimulating the recovery of the damaged areas of the brain;

    * Stimulating other more general mechanisms related to brain plasticity -- the ability of the brain to repair and renew its neural networks after damage.

    * Other research has shown that during the first weeks and months after stroke, the patients typically spend about three-quarters of their time each day in non-therapeutic activities, mostly in their rooms, inactive and without interaction, even although this time-window is ideal for rehabilitative training from the point of view of brain plasticity. Our research shows for the first time that listening to music during this crucial period can enhance cognitive recovery and prevent negative mood, and it has the advantage that it is cheap and easy to organise, Sa”rka”mo” concludes.

Computer models give an edge for spotting winners

* 18:45 17 February 2008

* NewScientist.com news service

* Phil McKenna


Increasingly sophisticated techniques for analysing sporting prowess could give baseball scouts a competitive edge for picking good players and tech-savvy enthusiasts a way to spot the next winning team.


Baseball managers have long used basic batting and pitching statistics to evaluate player performance. Now, analysts of the game have taken “sabermetrics” - the fledgling science of baseball statistics - to new heights.


Feeding high-resolution images of the exact location of every ball hit into the field and the play resulting from each ball into a computer model, Shane Jensen of the University of Pennsylvania in Philadelphia has evaluated the defensive fielding performance of all major league baseball players relative to the league average.


Using a similar program, baseball analyst and blogger David Pinto factors in six parameters, including how hard the ball was hit and which park the fielder is playing in, to rank professional players based on how many of the opposing team's runs they prevented and how many runs they gave up.

Coaches' intuition


The information could give baseball scouts and managers an added advantage over the competition. “I can have an edge over some other team knowing this person can save me 10 runs,” says Pinto, adding that he has been contacted by at least one pro team interested in his software.


Still, the analysts think the expanding field of sabermetrics, named after the Society for American Baseball Research, will still leave at least some room for coaches' intuition.


“I don't think you are ever going to take hunches out of the equation entirely,” says Jensen.


The pair presenting their findings along with colleagues on Saturday at the American Association for the Advancement of Science's (AAAS) annual meeting in Boston.

New Mississippi delta would limit hurricane damage

* 13:20 18 February 2008

* NewScientist.com news service

* Phil McKenna


Diverting parts of the Mississippi would create up to 1000 square kilometres of new wetlands between New Orleans, Louisiana and the Gulf of Mexico, forming a vital storm surge buffer against hurricanes, researchers say. The formation of new delta lands could also help stem ongoing coastal erosion without disrupting important shipping traffic.
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“The scientific and engineering barriers are easily overcome,” says Gary Parker, a geologist and engineer at the University of Illinois in Urbana-Champaign, who developed the plan with colleagues. “The big issue is political will”.


Details of the scheme were unveiled on Sunday at the annual meeting of the American Association for the Advancement of Science in Boston, US.

The proposed diversion would create up to 1000 square kilometres of new delta by 2100 (Image: Science)

Breaching the levee


The proposed diversion would cut breaches into a levee some 150 km south of New Orleans, Louisiana, and 30 km above where the river empties into the Gulf of Mexico. With the diversions in place, flooding would cause the river to empty into shallow saltwater bays on either side of the river, releasing sediment-rich water to produce new deltas.


“You keep the sediment within the coastal boundary current that keeps it running along the shoreline, whereas now it gets ejected into the Gulf,” adds Robert Twilley, of Louisiana State University in Baton Rouge, who worked with Parker on the project.


A similar plan, presented to the state of Louisiana and the Army Corps of Engineers in 2005, before Hurricane Katrina flooded much of New Orleans, never gained political support. “It was too bold, too aggressive, and too expensive,” Twilley says.

Geological modelling


But researchers have since worked out how to model the effect of diversions in greater detail, providing better evidence that such an ambitious plan would be successful. Parker and Twilley used a model featuring a detailed picture of the amount of sediment coming down river, the volume of floodwater and the topography of the areas the sediment would fill.


Assumptions about the amount of new delta land that would appear were based partly on an analysis of the nearby Wax Lake Delta, which began forming in 1974 after flooding.


The team ran simulations factoring in varying rates of soil subsidence (1 millimetre to 10 mm) and rising sea level (2 mm to 4 mm per year). Depending on these variables, they estimate that between 700 and 1000 square km of new land would form over 100 years. Land is already being lost to coastal erosion in the state two to three times as quickly.


Twilley says the new delta land would provide significant storm surge protection -- more than can be achieved through levies alone -- for New Orleans.

Shipping not affected


But a major stumbling block for any plan to alter the Mississippi's flow is the potential disruption caused to shipping between the Gulf and New Orleans -- one of the world's busiest ports. The proposed diversion would mainly take water during times of flood, leaving the river's shipping lanes untouched when they are needed most.


“This is achievable even given that navigation is the number one priority,” Twilley says. The researchers plan to present their findings to members of Louisiana's state legislature in the coming weeks.


“The state has to say this is what we want to move forward and I feel confident they will do that,” Twilley adds. “This is not cheap, but we have done bigger engineering projects in this country before.”

Doubts over Blarney Stone talked down

By Tom Peterkin, Ireland Correspondent

Last Updated: 4:11am GMT 21/02/2008
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The custodians of the Blarney Stone yesterday disputed claims that pilgrims have been romancing the wrong stone.


For centuries, travellers including Winston Churchill and Sir Walter Scott, have gone to Blarney Castle, Co Cork, in the hope that the supposed magical properties of the ancient stone will bestow on them the gift of the gab. But a book launched last night raised questions about the authenticity of the lump of bluestone built into the castle battlements, which attracts 400,000 tourists a year. The book was dismissed as a “load of blarney” by Sir Charles Colthurst, the castle's aristocratic owner.


Blarney Castle, its History, Development and Purpose devotes a chapter to the provenance of the stone, which one legend suggests was a piece of Scotland's Stone of Scone.


Robert the Bruce is supposed to have given part of the stone to the Irish King Cormac MacCarthy in gratitude for the 4,000 soldiers who fought with the Scots when they defeated the English at Bannockburn.


In their efforts to uncover the mythology surrounding the Blarney Stone, authors Mark Samuel and Kate Hamlyn state: “True believers will be shocked to hear that the stone which is currently kissed is not the stone always believed to have been the stone.”

Kissing the Blarney stone


Having examined many antiquarian records and papers, the archaeological consultants from Ramsgate, Kent, suggest that the original stone was housed in an inaccessible turret. In order to kiss the stone, visitors had to perform a death-defying manoeuvre that saw them dangled by the ankles.


The theory was that those bold enough to reach it deserved their reward of eloquence or, as one 1789 source put it, “the privilege of telling lies for seven years”.


According to the book, the first account to suggest that “reverence was transferred to the present stone” was in 1888. Back then, a writer described the current location while remarking: “The situation of the stone has shown a tendency to vary according to the predilections of the guides.” Although today's visitors do not have to put their lives at risk, kissing the stone requires them to lie on their backs over a gap in the battlements while supported by someone else.


A theory examined by the authors is that the focus shifted to a more accessible stone to encourage the burgeoning Victorian tourist industry. Ms Hamlyn said that the change could have occurred when the then baronet leased Blarney to a group of local businessmen financing a railway from Cork to Blarney, who were keen to encourage trade at the castle.


“They wanted people to buy joint tickets for the railway and the castle, so perhaps they picked somewhere more suitable and less dangerous.”


But Sir Charles disagreed. “I would like to assure the millions of people who have kissed the stone in the past, that this is the exact location and has been since as far back as all historical records show.


“To question the authenticity of the stone is simply a load of Blarney and should be treated as such,” he said.

Observatory

Scientists Finding Ways to Perfect a Cup of Joe, Without the Attitude

By Henry Fountain

[image: image5.png]



Television viewers of a certain age may remember El Exigente, the Colombian coffee buyer with strict standards in commercials for Savarin coffee in the 1960s and ’70s. Surrounded by local coffee growers, the white-suited Demanding One would take a sip of some of their fresh-brewed java. A smile of approval would be the cause for much rejoicing.


Thirty years later, El Exigente has some competition ― from a machine.


Scientists at the Nestle' Research Center in Lausanne, Switzerland, are reporting success in developing a system to judge the sensory qualities of a cup of espresso. Using a proton-transfer reaction mass spectrometer, which ionizes and analyzes the hot gases wafting above the coffee surface, the system can quickly predict what trained human tasters will say about it.


The aroma of roasted coffee contains as many as 1,000 volatile compounds, although a particular aroma can be defined and reproduced fairly accurately with about 50 or fewer. The system devised by Christian Lindinger and colleagues and described in the journal Analytical Chemistry does not rely on precisely identifying compounds but looks at how the mass spectrometry data differ from brew to brew.


The researchers prepared 11 espressos and sampled the “head space” above the brew for two minutes. They also gave the coffees to a panel of 10 tasters, specialists who evaluate coffee on a scale of 1 to 10 for different descriptive aromas like “flowery,” “winey” and “roasted.” The human evaluation produces a sensory profile of a particular brew.


The researchers developed a model to correlate the machine and human data. Then they had the machine sample another batch of espressos and, using the model, predicted human tasters’ sensory profiles. The predictions closely matched the actual profiles.

Chris Gash


In an e-mail message, Dr. Lindinger said the work’s goal of the work was to assist, not replace, human tasters. “We can use the approach as a pre-screening tool to eliminate those coffee samples which would anyhow fail a sensory evaluation because of insufficient quality,” he wrote.
Scientists Would Turn Greenhouse Gas Into Gasoline

By KENNETH CHANG


If two scientists at Los Alamos National Laboratory are correct, people will still be driving gasoline-powered cars 50 years from now, churning out heat-trapping carbon dioxide into the atmosphere ― and yet that carbon dioxide will not contribute to global warming.


The scientists, F. Jeffrey Martin and William L. Kubic Jr., are proposing a concept, which they have patriotically named Green Freedom, for removing carbon dioxide from the air and turning it back into gasoline.


The idea is simple. Air would be blown over a liquid solution of potassium carbonate, which would absorb the carbon dioxide. The carbon dioxide would then be extracted and subjected to chemical reactions that would turn it into fuel: methanol, gasoline or jet fuel.


This process could transform carbon dioxide from an unwanted, climate-changing pollutant into a vast resource for renewable fuels. The closed cycle ― equal amounts of carbon dioxide emitted and removed ― would mean that cars, trucks and airplanes using the synthetic fuels would no longer be contributing to global warming.


Although they have not yet built a synthetic fuel factory, or even a small prototype, the scientists say it is all based on existing technology.


“Everything in the concept has been built, is operating or has a close cousin that is operating,” Dr. Martin said.


The Los Alamos proposal does not violate any laws of physics, and other scientists, like George A. Olah, a Nobel Prize-winning chemist at the University of Southern California, and Klaus Lackner, a professor of geophysics at Columbia University, have independently suggested similar ideas. Dr. Martin said he and Dr. Kubic had worked out their concept in more detail than previous proposals.


There is, however, a major caveat that explains why no one has built a carbon-dioxide-to-gasoline factory: it requires a great deal of energy.


To deal with that problem, the Los Alamos scientists say they have developed a number of innovations, including a new electrochemical process for detaching the carbon dioxide after it has been absorbed into the potassium carbonate solution. The process has been tested in Dr. Kubic’s garage, in a simple apparatus that looks like mutant Tupperware.


Even with those improvements, providing the energy to produce gasoline on a commercial scale ― say, 750,000 gallons a day ― would require a dedicated power plant, preferably a nuclear one, the scientists say.


According to their analysis, their concept, which would cost about $5 billion to build, could produce gasoline at an operating cost of $1.40 a gallon and would turn economically viable when the price at the pump hits $4.60 a gallon, taking into account construction costs and other expenses in getting the gas to the consumer. With some additional technological advances, the break-even price would drop to $3.40 a gallon, they said.


A nuclear reactor is not required technologically. The same chemical processes could also be powered by solar panels, for instance, but the economics become far less favorable.


Dr. Martin and Dr. Kubic will present their Green Freedom concept on Wednesday at the Alternative Energy Now conference in Lake Buena Vista, Fla. They plan a simple demonstration within a year and a larger prototype within a couple of years after that.


A commercial nuclear-powered gasoline factory would have to jump some high hurdles before it could be built, and thousands of them would be needed to fully replace petroleum, but this part of the global warming problem has no easy solutions.


In the efforts to reduce humanity’s emissions of carbon dioxide, now nearing 30 billion metric tons a year, most of the attention so far has focused on large stationary sources, like power plants where, conceptually at least, one could imagine a shift from fuels that emit carbon dioxide ― coal and natural gas ― to those that do not ― nuclear, solar and wind. Another strategy, known as carbon capture and storage, would continue the use of fossil fuels but trap the carbon dioxide and then pipe it underground where it would not affect the climate.


But to stabilize carbon dioxide levels in the atmosphere would require drastic cuts in emissions, and similar solutions do not exist for small, mobile sources of carbon dioxide. Nuclear and solar-powered cars do not seem plausible anytime soon.


Three solutions have been offered: hydrogen-powered fuel cells, electric cars and biofuels. Biofuels like ethanol are gasoline substitutes produced from plants like corn, sugar cane or switch grass, and the underlying idea is the same as Green Freedom. Plants absorb carbon dioxide as they grow, balancing out the carbon dioxide emitted when they are burned. But growing crops for fuel takes up wide swaths of land.


Hydrogen-powered cars emit no carbon dioxide, but producing hydrogen, by splitting water or some other chemical reaction, requires copious energy, and if that energy comes from coal-fired power plants, then the problem has not been solved. Hydrogen is also harder to store and move than gasoline and would require an overhaul of the world’s energy infrastructure.


Electric cars also push the carbon dioxide problem to the power plant. And electric cars have typically been limited to a range of tens of miles as opposed to the hundreds of miles that can be driven on a tank of gas.


Gasoline, it turns out, is an almost ideal fuel (except that it produces 19.4 pounds of carbon dioxide per gallon). It is easily transported, and it generates more energy per volume than most alternatives. If it can be made out of carbon dioxide in the air, the Los Alamos concept may mean there is little reason to switch, after all. The concept can also be adapted for jet fuel; for jetliners, neither hydrogen nor batteries seem plausible alternatives.


“This is the only one that I have seen that addresses all of the concerns that are out there right now,” Dr. Martin said.


Other scientists said the Los Alamos proposal perhaps looked promising but could not evaluate it fully because the details had not been published.


“It’s definitely worth pursuing,” said Martin I. Hoffert, a professor of physics at New York University. “It’s not that new an idea. It has a couple of pieces to it that are interesting.”

Personal Health

An Oldie Vies for Nutrient of the Decade

By JANE E. BRODY
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The so-called sunshine vitamin is poised to become the nutrient of the decade, if a host of recent findings are to be believed. Vitamin D, an essential nutrient found in a limited number of foods, has long been renowned for its role in creating strong bones, which is why it is added to milk.


Now a growing legion of medical researchers have raised strong doubts about the adequacy of currently recommended levels of intake, from birth through the sunset years. The researchers maintain, based on a plethora of studies, that vitamin D levels considered adequate to prevent bone malformations like rickets in children are not optimal to counter a host of serious ailments that are now linked to low vitamin D levels.


To be sure, not all medical experts are convinced of the need for or the desirability of raising the amount of vitamin D people should receive, either through sunlight, foods, supplements or all three. The federal committee that establishes daily recommended levels of nutrients has resisted all efforts to increase vitamin D intake significantly, partly because the members are not convinced of assertions for its health-promoting potential and partly because of time-worn fears of toxicity.


This column will present the facts as currently known, but be forewarned. In the end, you will have to decide for yourself how much of this vital nutrient to consume each and every day and how to obtain it.

Stuart Bradford

Where to Obtain It


Through most of human history, sunlight was the primary source of vitamin D, which is formed in skin exposed to ultraviolet B radiation (the UV light that causes sunburns). Thus, to determine how much vitamin D is needed from food and supplements, take into account factors like skin color, where you live, time of year, time spent out of doors, use of sunscreens and coverups and age.


Sun avoiders and dark-skinned people absorb less UV radiation. People in the northern two-thirds of the country make little or no vitamin D in winter, and older people make less vitamin D in their skin and are less able to convert it into the hormone that the body uses. In addition, babies fed just breast milk consume little vitamin D unless given a supplement.


In addition to fortified drinks like milk, soy milk and some juices, the limited number of vitamin D food sources include oily fish like salmon, mackerel, bluefish, catfish, sardines and tuna, as well as cod liver oil and fish oils. The amount of vitamin D in breakfast cereals is minimal at best. As for supplements, vitamin D is found in prenatal vitamins, multivitamins, calcium-vitamin D combinations and plain vitamin D. Check the label, and select brands that contain vitamin D3, or cholecalciferol. D2, or ergocalciferol, is 25 percent less effective.


Vitamin D content is listed on labels in international units (I.U.). An eight-ounce glass of milk or fortified orange juice is supposed to contain 100 I.U. Most brands of multivitamins provide 400 a day. Half a cup of canned red salmon has about 940, and three ounces of cooked catfish about 570.


Myriad Links to Health


Let’s start with the least controversial role of vitamin D ― strong bones. Last year, a 15-member team of nutrition experts noted in The American Journal of Clinical Nutrition that “randomized trials using the currently recommended intakes of 400 I.U. vitamin D a day have shown no appreciable reduction in fracture risk.”


“In contrast,” the experts continued, “trials using 700 to 800 I.U. found less fracture incidence, with and without supplemental calcium. This change may result from both improved bone health and reduction in falls due to greater muscle strength.”


A Swiss study of women in their 80s found greater leg strength and half as many falls among those who took 800 I.U. of vitamin D a day for three months along with 1,200 milligrams of calcium, compared with women who took just calcium. Greater strength and better balance have been found in older people with high blood levels of vitamin D.


In animal studies, vitamin D has strikingly reduced tumor growth, and a large number of observational studies in people have linked low vitamin D levels to an increased risk of cancer, including cancers of the breast, rectum, ovary, prostate, stomach, bladder, esophagus, kidney, lung, pancreas and uterus, as well as Hodgkin’s lymphoma and multiple myeloma.


Researchers at Creighton University in Omaha conducted a double-blind, randomized, placebo-controlled trial (the most reliable form of clinical research) among 1,179 community-living, healthy postmenopausal women. They reported last year in The American Journal of Clinical Nutrition that over the course of four years, those taking calcium and 1,100 I.U. of vitamin D3 each day developed about 80 percent fewer cancers than those who took just calcium or a placebo.


Vitamin D seems to dampen an overactive immune system. The incidence of autoimmune diseases like Type 1 diabetes and multiple sclerosis has been linked to low levels of vitamin D. A study published on Dec. 20, 2006, in The Journal of the American Medical Association examined the risk of developing multiple sclerosis among more than seven million military recruits followed for up to 12 years. Among whites, but not blacks or Hispanics, the risk of developing M.S. increased with ever lower levels of vitamin D in their blood serum before age 20.


A study published in Neurology in 2004 found a 40 percent lower risk of M.S. in women who took at least 400 I.U. of vitamin D a day.


Likewise, a study of a national sample of non-Hispanic whites found a 75 percent lower risk of diabetes among those with the highest blood levels of vitamin D.


Vitamin D is a fat-soluble vitamin that when consumed or made in the skin can be stored in body fat. In summer, as little as five minutes of sun a day on unprotected hands and face can replete the body’s supply. Any excess can be stored for later use. But for most people during the rest of the year, the body needs dietary help.


Furthermore, the general increase in obesity has introduced a worrisome factor, the tendency for body fat to hold on to vitamin D, thus reducing its overall availability.


As for a maximum safe dose, researchers like Bruce W. Hollis, a pediatric nutritionist at the Medical University of South Carolina in Charleston, maintain that the current top level of 2,000 I.U. is based on shaky evidence indeed ― a study of six patients in India. Dr. Hollis has been giving pregnant women 4,000 I.U. a day, and nursing women 6,000, with no adverse effects. Other experts, however, are concerned that high vitamin D levels (above 800 I.U.) with calcium can raise the risk of kidney stones in susceptible people.

Revealed: Secrets of the Camouflage Masters

By CARL ZIMMER

WOODS HOLE, Mass. ― The cuttlefish in Roger Hanlon’s laboratory were in fine form. Their skin was taking on new colors and patterns faster than the digital signs in Times Square.


Dr. Hanlon inspected the squidlike animals as he walked past their shallow tubs, stopping from time to time to ask, “Whoa, did you see that?”


One cuttlefish added a pair of eye spots to its back, a strategy cuttlefish use to fool predators. The spots lingered a few seconds, then vanished.


When Dr. Hanlon stuck his finger into another tub, three squirrel-size cuttlefish turned to chocolate, and one streaked its back and arms with wavy white stripes.


“Look at the pattern on that guy,” he said with a smile as they lunged for his finger.


In other tubs, the cuttlefish put on subtler but no less sophisticated displays. Dr. Hanlon’s students had put sand in some tubs, and there the cuttlefish assumed a smooth beige. On top of gravel, their skins were busy fields of light and dark.


Dr. Hanlon likes to see how far he can push their powers of camouflage. He sometimes put black and white checkerboards in the tubs. The cuttlefish respond by forming astonishingly sharp-edged blocks of white.


“We can give them any hideous background,” he said, “and they will try to camouflage.”


Cuttlefish and their relatives octopus and squid are the world’s camouflage champions. But Dr. Hanlon and his colleagues have just a rough understanding of how these animals, collectively known as cephalopods, disguise themselves so well.


Dr. Hanlon, a senior scientist at the Marine Biological Laboratory here, has spent much of the last three decades studying them in his laboratory and on thousands of ocean dives. He said he believed that he finally had a theory for how they achieve their magic.
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In fact, he said it could account for all the camouflage patterns made by animals like katydids and pandas. For all the variety in the world of camouflage, there may be a limited number of ways to fool the eye.


Dr. Hanlon’s scientific career was a foregone conclusion. At age 18, he took his first dive in Panama and spotted an octopus hiding on a coral reef. After serving as an Army lieutenant for two years, he entered graduate school at the University of Miami, where he began to study cephalopod camouflage.


He has spent much of his career underwater, swimming around coastal reefs and rocky coastal waters from the Caribbean to South Africa to Australia.

Octopus at Grand Cayman, where another octopus performed the Moving Rock Trick.  Roger T. Hanlon


Typically, Dr. Hanlon and his colleagues follow a single cephalopod, filming for hours as it shifts its skin. On some dives, Dr. Hanlon uses a spectrometer to obtain precise measurements of the light in the water and the reflections from the animal. The tedium is interrupted now and then by acts of spectacular deception. Cephalopods do not just mimic the colors of the sea floor or coral reefs. Sometimes, they make their arms flat and crinkled and wave them like seaweed.


Dr. Hanlon has watched octopuses perform what he calls the Moving Rock Trick. They assume the shape of a rock and move in plain sight across the sea floor. But they move no faster than the ripples of light around them, so they never seem to move.


Dr. Hanlon’s jaw-dropping footage has appeared on a number of documentaries. One pirated segment has wound up on YouTube, where it has been viewed hundreds of thousands of times.


Dr. Hanlon approaches normal-looking coral at Grand Cayman Island. When he is a few inches away, half the coral suddenly becomes smooth and white. An eye pops open, and an octopus that has been clinging to the coral shoots away.


Despite thousands of dives, Dr. Hanlon still considers himself a novice in spotting cephalopods. Once, after following an octopus for an hour and a half, he looked away a moment to switch cameras. When he looked back, the animal was gone.


He and his colleagues swam for 20 minutes before realizing it was right in front of them, exactly where they had seen it before. “I was really angry,” Dr. Hanlon said. “They still fool me, even though I think I know what I’m looking at.”


In recent years, Dr. Hanlon has been spending much of his time diving along southern Australia, where a colleague discovered the only major spawning grounds for cuttlefish ever found. Every year, hundreds of thousands of Australian giant cuttlefish gather there to mate and lay eggs. “I’d been searching for a place like that for 25 years,” he said. “The first time I stuck my head in the water, I said, ‘I’ve died and gone to cuttlefish heaven.’ “


In his cuttlefish heaven, Dr. Hanlon has discovered new dimensions to camouflage. Curious to observe the animals at night, he and his colleagues used an underwater robot to film them in dim red light. The footage revealed something never seen before, cephalopods disguising themselves at night.


“This was stunning to us,” Dr. Hanlon said. “They were perfectly camouflaged no matter where they were.”


Evidently, they have to hide even in darkness from dolphins and other predators.


Cuttlefish can also use camouflage to deceive other cuttlefish, Dr. Hanlon and his colleagues have found. A male cuttlefish will typically guard several females from other challengers. He does not often have physical fights. It is enough for him to put on a powerful visual display.


But if another male disguises its skin to look female, he can sneak up to the guarded female and mate. The sneaky male’s disguise may be so good that the other male may try to guard him as part of his harem.


Beyond documenting the varieties of camouflage, Dr. Hanlon also wants to understand how the animals produce them. At his lab, he studies the powerful visual system of cuttlefish. Cephalopods have huge eyes, and much of their brain is dedicated to processing visual information. They use this information to control their disguises through a dense network of nerves running from the brain to the skin.


The animals use a number of strategies to alter appearances. The skin layers can swell and contract, changing the reflected colors. At the same time, the cuttlefish can also control millions of pigment-filled organs, causing them to flatten like pancakes to add patterns to their skin.


“It’s smart skin,” Dr. Hanlon said. “It’s all wired up.”


Edwin Thomas, an engineer at the Massachusetts Institute of Technology, was so impressed by Dr. Hanlon’s work on cuttlefish skin that he decided to mimic it. Dr. Thomas and his colleagues created a thin layer of gel that changes colors when it swells with water and shrinks. “Roger’s animals can also do that,” Dr. Thomas said, “but they’re doing it without scientists involved.”


For all the complexity of their skin, Dr. Hanlon suspects that the cephalopods also use mental shortcuts. “They don’t have time to analyze all this visual information,” he said.


A clue to how cephalopods disguise themselves so quickly came to Dr. Hanlon when he and his colleagues reviewed thousands of images of cuttlefish, trying to sort their patterns into categories. “It finally dawned on me there aren’t dozens of camouflage patterns,” he said. “I can squeeze them into three categories.”


One category is a uniform color. Cephalopods take on this camouflage to match a smooth-textured background. The second category consists of mottled patterns that help them hide in busier environments. Dr. Hanlon calls the third category disruptive patterning. A cuttlefish creates large blocks of light and dark on its skin. This camouflage disrupts the body outlines.


To test this hypothesis, Dr. Hanlon and his colleagues have been giving cuttlefish carefully controlled background patterns to match, natural patterns like sand and gravel as well as artificial ones like checkerboards. The researchers film the cuttlefish and classify them with image-processing software.


The three-category hypothesis has been holding up, Dr. Hanlon said. He illustrates it in spectacular fashion with a cuttlefish sitting on sand. If he drops a few white rocks into the water, the cuttlefish immediately inspects them and adds what looks like a white rock to its skin, disrupting its outline.


Innes Cuthill, an expert on camouflage at the University of Bristol, called Dr. Hanlon’s research fascinating and inspiring. Dr. Cuthill agreed that cuttlefish had limits to its camouflage. “It can’t reproduce the Mona Lisa on its back,” he said.


But he still considers it an open question how much the constraints come from cuttlefish brain wiring and how much from the limited range of backgrounds that cuttlefish encounter.


What he learned from cephalopods may apply throughout the animal kingdom. The fact that cephalopods may need just three camouflage categories could mean that there are just a few basic ways to fool predators.


Recently, Dr. Hanlon and students sorted through thousands of pictures of other camouflaged animals and found that they appeared to fall into the same three categories. A frog may have drab skin to blend into the drab forest floor. A bird may have mottled plumage, so that it matches the leaf and branch pattern surrounding it.


Dr. Hanlon argues that the black and white patches on a giant panda are a form of disruptive camouflage. If a panda is up in a tree, the chunks of black and white blend into the sunlight and shadows. It may be able to hide on a snowy landscape this way, as well.


Cephalopods are singular for changing quickly among all three categories. Chameleons can change between them, too, but they shift slowly, as hormones spread across their skin.


Dr. Hanlon is looking for more evidence for his three categories by figuring out the rules that cuttlefish use to decide how to hide themselves. Although he says he has found some rules, there is much to figure out.


To use disruptive patterning, cuttlefish need to make sure that their color blocks are on the same scale as the objects around them. Dr. Hanlon has yet to figure out how they measure that.


“They’re doing it in some magical way we don’t yet understand,” he said.


Dr. Hanlon and his colleagues are also puzzled by the many camouflage colors of the cuttlefish, which have a single type of pigment in their eyes. Humans have three.


Experiments in Dr. Hanlon’s lab have shown that they are color blind. They see a world without color, but their skin changes rapidly to any hue in the rainbow. How is that possible?


“That’s a vexing question,” he said. “We don’t know how it works.”
Smart rubber promises self-mending products
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Self-healing rubber that binds back together after being snapped or punctured could pave the way for self-healing shoes, fan belts, washing-up gloves and more.


“You can feel the material mending itself when you hold the fractured sides together,” inventor Ludwik Leibler told New Scientist. “It's a very strange feeling.”


When the material melds together again, it has just as much strength as it had before, says Leibler, a polymer chemist at the Industrial Physics and Chemistry Higher Educational Institution (ESPCI) in Paris, France. See the material self-healing in the video top right.

The material could eventually make it a cinch to repair holes in shoes, snapped fan belts and punctured kitchen gloves. It might also make strange new products possible -- for instance bags that can be ripped open and then resealed. “You don't need a zip when you can make a resealable hole in it,” Leibler says.


Regular rubber gets its strength from the fact that long chains of polymer molecules are coupled, or “crosslinked,” in three different ways: through covalent, ionic, and hydrogen bonding between molecules.


Of these three bond types, only the hydrogen bonds can be remade once a material is fractured, although normally there are not enough hydrogen bonds for the rubber to re-couple in this way.


The solution devised by Leibler and colleagues is to simply get rid of the ionic and covalent bonds. They developed a transparent, yellowy-brown rubber in which crosslinking is performed only by hydrogen bonds. The new substance self-heals when its surfaces are brought together under gentle compression, at room temperature.


The material is synthesised from fatty acids and urea, which are cheap and renewable. The downside is that getting rid of covalent and ionic bonding means the material is weaker than regular rubber.


Along with the project's sponsor --French chemicals company Arkema -- the ESPCI team hopes to improve the self-healing material before deciding upon its first application. They expect to create a whole spectrum of properties.


“They have done a fantastic job making this material,” says Tony Ryan, a polymer expert at the University of Sheffield in the UK. “Someone is going to make a lot of money out of this -- and I hope it is them. I certainly hope they have patented it.”  Journal reference: Nature (doi:10.1038/nature06669)

Ultrasound nails location of the elusive G spot

* 20 February 2008
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Spot the difference


FOR women, it is supposed to trigger one of the most intense orgasms imaginable, with waves of pleasure spreading out across the whole body. If the “G spot orgasm” seems semi-mythical, however, that's because there has been scant evidence of its existence. Now for the first time gynaecological scans have revealed clear anatomical differences between women who claim to experience vaginal orgasms involving a G spot and those who don't. It might mean that there is a G spot, after all. What's more, a simple test could tell you if it's time to give up the hunt, or if your partner just needs to try harder.


“For the first time it is possible to determine by a simple, rapid and inexpensive method if a woman has a G spot or not,” says Emmanuele Jannini at the University of L'Aquila in Italy, who carried out the research.


Jannini had already found biochemical markers relating to heightened sexual function in tissue between the vagina and urethra, where the G spot is said to be located. The markers include PDES - an enzyme that processes the nitric oxide responsible for triggering male erections (see New Scientist, 6 July 2002, p 23).


However, the team had been unable to link the presence of these markers to the ability to experience a vaginal orgasm - that is, an orgasm triggered by stimulation of the front vaginal wall without any simultaneous stimulation of the clitoris.


So Jannini's team took a different approach, and used vaginal ultrasound to scan the entire urethrovaginal space - the area of tissue between the vagina and urethra thought to house the G spot (see Diagram). The team scanned nine women who said they had vaginal orgasms and 11 who said they didn't. They found that tissue in the urethrovaginal space was thicker in the first group of women (Journal of Sexual Medicine, DOI: 10.1111/j.1743-6109.2007.00739.x). This means, says Jannini, that “women without any visible evidence of a G spot cannot have a vaginal orgasm”.


Other researchers question whether what Jannini says is the G spot is a distinct structure or the internal part of the clitoris. The urethrovaginal space is rich in blood vessels, glands, muscle fibres, nerves, and - in some women - a remnant of the embryological prostate called the Skene's glands. Some researchers have suggested that the Skene's glands are involved in triggering vaginal orgasms and, more controversially, enable a small number of women to ejaculate (see “Can women ejaculate or not?”).


“The authors found a thicker vaginal wall near the urethra and hypothesise this may be related to the presence of the controversial G spot,” says Tim Spector at St Thomas' Hospital in London. “However, many other explanations are possible - such as the actual size of the clitoris, which, although not measured in this study - appears highly variable.”


Others challenge the notion that the G spot is missing in women who don't experience orgasm. “It is an intriguing study, but it doesn't necessarily mean that women who don't experience orgasm don't have any tissue there,” says Beverly Whipple at Rutger's University School of Nursing in Newark, New Jersey, whose team coined the term “G spot” in 1981.


Whipple's studies suggest that all women describe some degree of sensitivity in the area where the G spot should be. She says the next step is to ask women to stimulate themselves and then repeat the ultrasounds, as the area is believed to swell in response to physical pressure. This might reveal that all women have G spots.


Another possibility is that the women who experienced vaginal orgasms had learned to do so through practice, which has altered their anatomy, much like exercising a muscle makes it grow, says Leonore Tiefer, a psychiatrist at New York University School of Medicine. “The research would be much stronger if women without vaginal orgasm were taught how to have this experience and then repeated measurements were taken of the urethral-vaginal area,” she says. “Of course this would involve teaching their partners a great deal.” She would also have liked to see more extensive questioning of the women to fully understand their sexual practices.


Jannini accepts that there are limitations to his study. In particular, the small number of women he studied doesn't allow him to say what proportion of all women have G spot - although it would seem that a large number do not.


This tentative conclusion is supported by previous questionnaire-based studies such as The Hite Report, which found that 70 per cent of women do not have orgasms through intercourse, but are able to experience orgasm easily by direct clitoral stimulation.


Studies of identical and non-identical twins also support the idea that there may be physiological differences between women who do and don't experience vaginal orgasms. In 2005, Spector found that up to 45 per cent of the differences between women in their ability to reach orgasm could be explained by their genes (see New Scientist, 11 June 2005, p 6). “We know that genes are partly responsible for the variation in women's responses and this study raises the possibility that local genital differences rather than purely genetic differences in brain responses or personality may be important,” says Spector.


Elisabeth Lloyd of Indiana University in Bloomington, and author of The Case of the Female Orgasm, agrees. “If Jannini's correlation does hold true, it would help explain the fact that most women do not reliably have orgasm with intercourse,” she says.


Jannini is now planning larger studies to confirm his findings, and measure how many women have a G spot - if that is indeed what he has been measuring. Eventually, he says, ultrasound could be used to test whether a woman has a G spot or not.


If she does, it may even be possible to increase its size using testosterone, which both the clitoris and Skene's glands can respond to. This could increase sexual responsiveness, but could be dangerous in women with normal testosterone levels. Jannini is running a trial in post-menopausal women and those who have experienced early menopause to see if testosterone treatment can increase the size of the G spot as measured by vaginal ultrasound.


Lloyd thinks Jannini's findings could make it harder to promote the idea that women who find it difficult to orgasm are suffering from some kind of sexual dysfunction, as it suggests there are physiological differences between women. “The wide variability among women in their patterns of sexual response has made the pharmaceutical industry's challenge all the greater,” she says. “If this research holds up, they would need to be very clear in marketing any product they eventually come up with.”


Those women who suspect they may not have a G spot need not despair. “They can still have a normal orgasm through stimulation of the clitoris,” Jannini says.


In fact, Jannini thinks his study should reassure women who have never experienced a vaginal orgasm that this is completely normal. “One clear finding is that each woman is different. This is one reason why women are so interesting.”
Can women ejaculate or not?

Rowan Hooper


Female ejaculation is considered rare in the west, and even, by some, abnormal. In Rwanda, however, it is the norm.


Social scientists Marian Koster and Lisa Price of Wageningen University in the Netherlands interviewed 11 women and two men in Rwanda about “gukuna imishino”, which is the practice of elongating the labia minora, the inner vaginal lips. “The Rwandan women and men we interviewed were clear in their opinion that all Rwandan women are able to ejaculate, the ejaculation being different from the mere squirting of urine,” Koster says. “Elongated labia are seen as crucial in this respect.”


From around puberty onwards, Rwandan girls start stretching the labia minora using plant extracts with antiseptic and anti-inflammatory properties, with the aim of achieving a length of about 5 centimetres. The WHO considers this practice as a form of genital mutilation, but Koster and Price argue that it should be reclassified as genital modification. “We believe that there are cultural practices that are not harmful to women's integrity and rights,” says Koster.


Their interviewees reported, and Koster and Price speculate, that labial elongation increases the sexual pleasure of both sexes. “Since the labia minora swell during sexual excitement, there is a larger surface area for penile friction during coitus,” they write (Culture, Health & Sexuality, DOI: 10.1080/13691050701775076).

Martian crater records aftermath of Amazon-like flood
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Billions of yeas ago on Mars, a river suddenly burst to the surface from underground and flooded a large crater, only to disappear again within a few decades, according to a new study. Although the water was short-lived on the surface, it may have been present for longer underground, potentially creating conditions favourable to life.


Many ancient river channels are among the evidence that liquid water was once present on Mars, but in many cases it is difficult to know just how long that water was around.


Now, a new study says the water in at least one location on Mars flowed for just a few decades before disappearing again. The study, led by Erin Kraal of Virginia Polytechnic Institute and State University in Blacksburg, US, is based on the pattern of sediment left behind when an ancient river emerged from underground, flowed for 20 kilometres, then drained into a crater.

Groundwater burst onto the surface long ago on Mars, carving a river channel (lower-right quadrant) and leaving behind a fan of sediment where it poured into a crater located at 8° south and 200° east (Image: NASA/JPL/ASU)


It was an abrupt and catastrophic event, Kraal says. “It would be like the Mississippi River suddenly bursting out of the ground and flowing for 10 years and then stopping,” she told New Scientist.


The researchers created a mock crater on Earth about 2 metres across. http://www.youtube.com/watch?v=NiOOrebxGBE. Fluctuations in how much sand was eroded by the flow at any given time led to sediment being deposited in distinct steps, just like in the Martian crater analysed by the team, which is 128 km wide.


Water flowing into the Martian crater after the 'stepped' sediment was first laid down would have either buried the stepped pattern in new sediment, or cut a channel into it, the researchers say. This allowed them to deduce that the sediment was all deposited in a single, uninterrupted episode where water was flowing.

Magma heating


The researchers then calculated the rate and duration of the water flow using estimates of how much sediment was deposited in the crater and the size of the 20-km-long channel. They arrived at a flow rate of between 2200 and 800,000 cubic metres per second, with a maximum flow time of about 90 years. 800,000 cubic metres per second is about five times the flow rate of the Amazon River.


What could have triggered such a flood? Kraal thinks the water was probably trapped beneath the surface and was mostly or entirely frozen. It may have melted suddenly when it was heated by magma.


Even though the water did not last long on the surface at this location, it could have been present for much longer underground. It may have been kept liquid in places by the heat from magma, and potentially fostered life, Kraal says. Because of this possibility, the stepped sediment deposits would be good places to look for signs of past life on Mars, she says.

Boulder search


Similar stepped sediment deposits appear in only a few places on Mars, Kraal says. And it is much less clear how long water was present in other locations with evidence of past water.


Bethany Ehlmann of Brown University in Providence, Rhode Island, US, says that at other places on Mars, water appears to have been much longer-lived on the surface.


Two ancient river deltas called Eberswalde and Jezero appear to have been “built up over hundreds to thousands of years, in more quiescent lakes fed by large valley networks, in systems reminiscent of rivers on Earth”, she told New Scientist.


She says it should be possible to test the catastrophic flooding scenario for the crater analysed by Kraal's team by using NASA's Mars Reconnaissance Orbiter's camera to look for large boulders in the sediment, which could only be transported by rapidly flowing water.  Journal reference: Nature (DOI: 10.1038/nature06615)

Rice computer chip makes Technology Review's top 10

PCMOS makes MIT magazine's coveted top 10 list of emerging technologies


Rice University's technology for a “gambling” computer chip, which could boost battery life as much as tenfold on cell phones and laptops while slashing development costs for chipmakers, has been named to MIT Technology Review's coveted annual top 10 list of technologies that are “most likely to alter industries, fields of research, and even the way we live.”


Technology Review, one of the world's oldest and most respected publications, features its annual TR10 Special Report in the March/April issue. Both the Department of Defense and chipmaker Intel have underwritten research on Rice's new chip, which is known as PCMOS.


“We are challenging a long-held convention in computing, the notion that 'information' is, by definition, correct and exact,” said PCMOS inventor Krishna Palem, Rice's Ken and Audrey Kennedy Professor in Computer Science. “In fact, the human mind routinely makes do with imprecise and incomplete information. Our goal is create a new computer architecture that takes advantage of this innate human ability in order to slash power consumption and hold down microchip design costs.”


The PCMOS concept is deceptively simple; slash power to some transistors on the processor and take a chance that a few calculations will be incorrect. The technology piggybacks onto “complementary metal-oxide semiconductor” technology, or CMOS, the basic technology chipmakers already use. The probability of calculation errors yields the name “probabilistic” CMOS, or PCMOS.


One example of the way people deal with incomplete information comes in watching video on a cell phone, Palem said. His group's previous work has shown that viewers cannot tell the difference between video processed on regular microchips and PCMOS chips. Palem said the key is knowing how people “value” particular numbers. For example, when scanning a bank statement people will almost certainly catch an error worth thousands of dollars, while casting a blind eye to errors worth only pennies.


“Money is just the most obvious example, but we assign values automatically to most of the information we take in,” Palem said. “In the case of the video, we concentrate our precise processing on the parts of the picture that are most valuable.”


PCMOS chips compute differently than regular chips because of way electricity moves through their transistors. Rather than pushing the same amount of power through all parts of the PCMOS chip, voltage is assigned on a sliding scale. The upshot being that the numbers that users value the most -- the thousands place on the bank statement, for example -- are always correct, while less valuable numbers may be incorrect.


“Professor Palem is proposing a radical change in how we use integrated circuits,” said David Rutledge, chair of the division of engineering and applied science at the California Institute of Technology. “Turning down the supply voltage reduces the power requirements and introduces randomness that has the potential to be exploited for computations.”


Shekhar Borkar, an Intel Fellow and Director of Intel’s Microprocessor Technology Lab. said, “Innovative technologies like PCMOS will become increasingly important as the industry looks to maintain pace with Moore’s Law.”


“Moore's Law,” a concept first put forward by Intel co-founder Gordon Moore, refers to the industry's decades-long track record of doubling transistors per square inch on integrated circuits every 18 months. This exponential shrinkage has resulted in transistors on today's chips that measure a scant 45 billionths of a meter across. Palem, who recently finished a yearlong appointment as a Gordon Moore Distinguished Scholar at Caltech, said that as chipmakers strive to maintain Moore's Law, the basic physics of CMOS will yield transistors that are inherently probabilistic.

Palem also directs Rice's new Value of Information-based Sustainable Embedded Nanocomputing Center, or VISEN. In September, he founded the Institute for Sustainable Nanoelectronics (ISNE) at Singapore's Nanyang Technological University (NTU). Palem is collaborating with scientists at NTU's Centre for Integrated Circuits and Systems to develop PCMOS production prototypes for face-recognition and signal processing applications.

Study suggests antibiotic may prevent dreaded brain fever


Two researchers from National Brain Research Center (NBRC) suggest that a common antibiotic called minocycline may prevent children from death due to Japanese encephalitis (JE), or commonly known as brain fever. Japanese Encephalitis virus is the causative agent for JE. Although there is no consolidated official figure for JE cases in India, a rough estimate would indicate a few thousands fatalities every year. The team found that minocycline, an USFDA approved drug, often used to treat acne, limits the death by reducing the microglial activation, neuronal death as well as viral replication. Microglia are cells that act as the “cleanup crew” for the Central Nervous System (CNS). They destroy damaged cells by releasing toxins and engulfing them. Should they become activated and release their toxins in the CNS, the toxins will kill the healthy neurons critical for normal function of brain.


“Our studies in mice suggest that this antibiotic may be a strong candidate for further consideration as a therapeutic drug in patients with JE” said Anirban Basu, PhD, Staff Scientist and senior author of this work from NBRC, Manesar, Haryana. The study titled “Minocycline neuroprotects, reduces microglial activation, inhibits caspase-3 induction, and viral replication following Japanese Encephalitis” will be published in the future issue of Journal of Neurochemistry (www.blackwell-synergy.com/loi/jnc), a journal of the International Society for Neurochemistry. Previous studies from the same group have shown that following JE there was an increased production of cytokines, proteins that cause inflammation of the brain as well as death of neurons. This study goes a step further to show that minocycline is helpful in reducing the level of cytokines and neuronal death following JE. The major finding in this study is that treatment with minocycline provides a complete protection against experimental JE. Minocycline’s neuroprotective action is associated with marked decrease in 1) neuronal death, 2) microgliosis and production of cytokine and 3) viral titre. Furthermore, treatment with minocycline also improves the behavioral outcome following JE.


“The most recent outbreak in Uttar Pradesh (concentrated in and around Gorakhpur belt, August-September, 2005) left behind more than one thousand dead, mostly children below 15 years of age” Dr Basu said. Vaccine made by Central Research Institute (CRI), Kasauli is a lyophilized preparation of infected mouse brain tissue. Due to this it is impossible to make it in mass quantity and as expected it is also expensive. Moreover it is only sixty percent efficacious even after multiple boosters. Dr Basu also noted that multiple boosters not only makes it further expensive but also makes the treatment regime difficult, especially for the follow-up booster doses. It is also noteworthy to mention that at least in India prevalence of JE is predominantly observed in rural/remote and socio economically backward parts of the country. As there are multiple pockets of JE epidemic persists in the country, sometimes it is logistically difficult to transport vaccines in larger quantities from CRI to the location of epidemic. On the other hand minocycline, a tetracycline is easily available in pharmacy or in a primary health care center, in even very rural and remote set up and it is also inexpensive.


“This study has shed more light on the processes that lead to death in children infected with JE virus” Dr Basu said. “We hope that these discoveries will lead to new treatments for JE, which remains a leading cause of death due to encephalitis in entire Asia-Pacific region. Department of Biotechnology is actively considering a clinical trial to use minocycline for JE patients. In addition to Dr Basu, Manoj Kumar Mishra a graduate student of NBRC is also involved in this study. This study is funded by Council of Scientific and Industrial Research, and NBRC is funded by Department of Biotechnology.

Texas A&M testing oral contraceptives for animals

COLLEGE STATION, Feb. 19, 2008 – If you’re a land owner and animals such as coyotes or wild pigs are driving you hog wild, help may soon be on the way to control their numbers in a humane way – in the form of a birth control pill for animals being developed at Texas A&M University’s College of Veterinary Medicine & Biomedical Sciences. The concept would be to get it to wild animals through baited food, researchers say.

Researchers are testing oral contraceptives – used in much the same way as in humans – and the results are promising, says Duane Kraemer, a professor in veterinary physiology and pharmacology and a world leader in embryo transfer who has been involved in cloning four different species in recent years.


Kraemer, one of the pill’s creators, and other members of the research team are testing the contraceptive for use on wild animals, but the applications could most likely be used in pets, he believes.


“No one method will be useful in all situations,” he stresses.


“This approach inhibits maturation of the egg and therefore prevents fertilization. The animals continue to cycle, so it will not yet be ideal for many pet owners. But there is an advantage for use in wild and feral animals.”


Kraemer says the research team has recently started tests on domestic models for predators – animals such as feral pigs and cougars – but if successful, it could be used on a wide variety of animals, including dogs and cats, he explains. The team also has submitted grant applications for similar projects on coyotes and deer.


“A spinoff of this contraceptive could probably be used on many different species,” he adds.


The $90,000 project is being funded by the U.S. Department of Agriculture and private donations.


The pill works by inhibiting the maturation of the egg, not the entire cycle, Kraemer says. The technical name for the drug is called a phosphodiesterase 3 inhibitor, and it is one member of a family of drugs being tested.


Similar compounds have been tested in laboratories elsewhere in mice and monkeys, and similar results have been obtained by in vitro (in laboratory) methods in cattle and humans.


The compound can be mixed with animal feed and must be eaten daily during the critical time. It may also be encapsulated to decrease the frequency it has to be consumed, Kraemer says.


“We believe we are the first to test this compound for this specific purpose,” Kraemer notes. “We’re trying new uses for this previously approved compound.”


When perfected, the pill could eventually be used as an oral contraceptive for pets, but that may be a bit in the future, Kraemer says. In dogs, for example, the ovulation process is especially complex, but researchers are confident such a birth control pill can one day be successfully developed.


The need is apparent: According to the American Humane Society, about 7 million dogs and cats are euthanized each year at animal shelters. One female cat can lead to the production of 420,000 offspring in her lifetime.


In Texas, feral hogs have become a severe nuisance to farmers and ranchers, and the state has an estimated 3-4 million feral hogs, by far the most in the country. Deer are also becoming a problem to more communities each year because of overpopulation of deer herds.


Other species such as coyotes and even wild horses also need sufficient management control, experts note.


“The need for such an animal contraceptive is certainly there,” Kraemer adds.


“We are confident we can develop this pill in the not too distant future, but we still have plenty of tests to complete. It’s an exciting and much-needed project, but more funds will be needed, especially since deer and wild pigs are consumed by humans. One of the more interesting challenges will be to develop methods for feeding it to the target animals without affecting other species.”

Advertisers, neuroscientists trace source of emotions in brain

GAINESVILLE, Fla. — First came direct marketing, then focus groups. Now, advertisers, with the help of neuroscientists, are closing in on the holy grail: mind reading.


At least, that’s what is suggested in a paper published today in the journal Human Brain Mapping authored by a group of professors in advertising and communication and neuroscience at the University of Florida.


The seven researchers used sophisticated brain-scanning technology to record how subjects’ brains responded to television advertisements, while simultaneously collecting the subjects’ reported impressions of the ads. By comparing the two resulting data sets, they say, they pinned down specific locations in the brain as the seat of many familiar emotions that ripple throughout it. The feat is another step toward gauging how people feel directly through functional magnetic resonance imaging, or fMRI, and other brain-scanning technology — without relying on what they claim to be feeling, the researchers say.


“We are getting to the heart of the matter by really showing this process in the brain, and how it works,” said Jon Morris, a professor of advertising and communications and lead author of the article. “We feel that this can be used to find out what people really feel about something, whether an advertisement or any other stimulus.”


Using MRI or fMRI – the former creates internal images of the brain, while the latter tracks blood flow within the brain — to test consumers’ responses to advertisements or other stimuli is not new. But according to the study, much of the previous research has found that, for example, responses to pleasant or unpleasant stimuli occurred throughout many regions of the brain, rather than in one specific location. As a result, the technique seemed of limited usefulness: Analysts could gauge only general response activity, not specific emotions.


“There was no real key happiness center, no key sad center, no key love center,” Morris said. “What you got was brain activity, in general.”


The UF team used an elaborate experimental system, currently under consideration for a patent, to try to narrow the search.


Because metallic or magnetic material can cause fMRI machines to malfunction, no television or sound equipment was allowed in the cylinder-like fMRI machines into which people are inserted. As a result, the researchers deployed a series of projections and mirrors to allow subjects to watch commercials. Sound reached them via tiny plastic pipes, similar to headphones once common on airplanes, rather than wires.


The 12 subjects also had hand-held devices that enabled them to report their feelings via a system called “Attitude Self Assessment Manikins” a version of the UF-developed Self-Assessment Manikin, or “SAM.” The “AdSAM” system lets viewers describe how they are feeling and the strength of those feelings by clicking on projections of people-like icons, a process that Morris characterized as more direct than translating feelings into words. Morris uses the AdSAM system in his work as a consultant to advertisers.


Researchers showed the subjects three television commercials advertising Coke, Evian and Gatorade, respectively, as well as an anti-fur commercial and an ad promoting teaching. To guard against preconditioned response, all the ads were at least 10 years old.


The researchers compared the activity in the subjects’ brains as recorded by the fMRI machines to their reported responses on the AdSAM system. With several of the ads, they found the fMRI data and response converged on two of three measures — pleasure-displeasure and excitement-calm. Under the AdSAM system, these “bipolar dimensions” — as well as a third, dominance-submissiveness — form the foundation for more specific emotions.


Where the researchers compared the AdSAM data on pleasure-displeasure and excitement-calm to the fMRI data, they found simultaneous spikes in four different and highly localized areas of the brain. According to the article, the findings suggest “that human emotions are multidimensional, and that self-report techniques … correspond to a specific task but different functional regions of the brain.”


Morris said the results are preliminary, but that follow-up studies could allow researchers to hone in on people’s feelings with great specificity. That would be attractive to advertisers for obvious reasons, but psychologists might also find the techniques useful.


“Back in the 1950s, three psychologists found that all emotions could be measured in three dimensions,” Morris said. “Now we have learned that this may be more than a method for reporting emotion. It may actually reflect the way creatures on this planet function – possibly exposing a direct link to predicting behavior.”

Evolutionary history of SARSs supports bats as virus source

COLUMBUS, Ohio – Scientists who have studied the genome of the virus that caused severe acute respiratory syndrome (SARS) say their comparisons to related viruses offer new evidence that the virus infecting humans originated in bats.


The analysis tracing the viruses’ paths through human and animal hosts counters assertions that SARS was eradicated in 2004 when thousands of palm civet cats in China were identified as the original source and killed in an effort to eliminate the risk of new outbreaks.


According to this new analysis, humans actually appear to be the source of the virus found in those civets, a wild game animal considered a delicacy in southern China.


SARS infected more than 8,000 and killed more than 900 people worldwide during a nine-month outbreak that ended in the summer of 2003, according to the World Health Organization. No human infections have been reported since early 2004.


Finding the origin of SARS is key to fully understanding how the global outbreak occurred, and it is critical to worldwide efforts aimed at preventing future illnesses that could infect and kill millions of people, said Daniel Janies, lead author of the study and an assistant professor of biomedical informatics at Ohio State University.


“Certainly, there are undiscovered viruses closely related to SARS and these viruses have novel associations with host animals that remain unknown. Our lack of knowledge of viral and host diversity around the world is a source of concern for the re-emergence of a SARS-like disease,” Janies said.


To further illustrate the speed of the SARS outbreak as part of the investigation, Janies and colleagues also designed an interactive map that traces the genetic, geographic and evolutionary history of SARS. The map also shows when and where the virus shifted from animal to human hosts. The map is projected onto a virtual globe using Google Earth and can be downloaded at: http://supramap.osu.edu/cov/janiesetal2008covsars.kmz.


The research appears in the online early edition of the journal Cladistics.


The rapid transmission of SARS from Asia to North America prompted a collaborative scientific and medical response to halt human infections and to share data about the virus’s genetic characteristics. Despite the shared data, scientists have not reached agreement in identifying the animal source of the coronavirus that caused SARS in humans, a virus known as SARS-CoV.


Coronaviruses primarily infect the upper respiratory and gastrointestinal tracts of mammals and birds, and just a few are known to infect humans. Before SARS, attempts to understand coronaviruses were confined primarily to agricultural and veterinary circles. The rapid transmission of SARS among humans moved coronavirus study into the realm of human infectious diseases and comparative genomics.


Janies and his colleagues are not the first scientists to suggest bats were the source of SARS – two research teams identified several species of Chinese bats as the natural viral reservoir in 2005 using a couple of genes from a few viruses. But Janies said he has put those findings to the test with the largest and most comprehensive analysis of coronavirus origins, using whole genomes from hundreds of viruses.


His group reconstructed the history of the disease, applying basic evolutionary theory to the study of virology. He said the genomic data put to rest any notion that civets were the cause of SARS.


“The real story is that civets were not the animal reservoir of SARS. But it’s a messy story,” Janies said. “Bats harbor a strain of SARS that is our best example of the virus before it infected humans – but we still see missing links in the history of the transfers of SARS from animals to humans because we don’t know that much about coronavirus diversity. If you look at the way the bat virus works, it doesn’t interact well with human cells, so at present there’s no clear explanation about how the virus shifted from bat to human hosts. There must be other SARS-CoV in other animals that served as intermediate hosts.


“With the data at hand, we see how the virus used different hosts, moving from bat to human to civet, in that order. So the civets actually got SARS from humans. We see this evolutionary sequence of events, but other biochemical reports of the poor interaction of bat viruses and human cells suggest that there remains a missing link in the wild.”


To arrive at these conclusions, Janies and colleagues secured genetic data of hundreds of different isolates of the SARS-CoV virus that had been found in humans, various bats, civets, raccoon badgers and pigs. Using the same equipment that was originally developed for the Human Genome Project, scientists determined the nucleotide sequence of each of the viruses. Bioinformatics came into play as the researchers linked many computers together to be able to analyze the massive amounts of data, comparing the viral genomes and building what is called a phylogenetic tree by searching for shared mutations. Phylogenetics is the study of the evolutionary relationships among various biological species, or in this case, viruses, believed to have a common ancestor.


The resulting tree is a branching diagram that illustrates the interrelationship of various viruses. The phylogenetic tree also shows the timeline of the travels and mutations of various strains of SARS as they jumped between host species. In this tree, the SARS-CoV virus traveled from bat hosts to humans, from humans to civets and pigs, and, in rare cases late in the outbreak, back to humans.


Janies’ lab took the analysis many steps further, using genomes from coronaviruses that are relatives of SARS-CoV that have been isolated in humans, cows, rats, cats, dogs, mice, turkeys and pigs. Adding these additional “outgroups” to the evolutionary analysis provided a broader context under which to trace SARS-CoV as a way of ruling out other possible coronavirus sources that hadn’t been considered, Janies said. In essence, including the outgroup viruses was a way of being sure he didn’t miss the root of the SARS-CoV tree.


“You need to search outside of the viruses involved in the outbreak to create a baseline so you have a point of reference, and then from that root of the tree you can read the entire history of the exchange of the virus among hosts,” Janies said.


Such contextual analysis had not been done before with the SARS-CoV virus, he said. “Showing where these other coronaviruses connect with SARS-CoV provides an undisputed and unbiased way of discovering the host origins of SARS-CoV and the direction of viral exchanges among various animal and human hosts.”


There remains a shortage of publicly available genetic data on coronaviruses, and Janies said only through the discovery and sequencing of even more viruses can the complete SARS story be told.


“We don’t fully understand SARS and whether or not it will come out of the wild again. SARS has opened our eyes to other kinds of viruses. Sequencing of more coronaviruses in exotic animals will teach us about their potential for disease,” he said.


Janies said the interactive map of the SARS-CoV virus’s travels could help guide researchers to geographic hotspots that appear most likely to be home to animals with coronaviruses that have the potential to jump to human hosts.


This research was supported by Ohio State’s Department of Biomedical Informatics in the College of Medicine and School of Biomedical Sciences, the National Aeronautics and Space Administration, the Defense Applied Research Projects Agency, the National Science Foundation, the Hewlett Packard Corp. and the Ohio Supercomputer Center. 
The study was co-authored by Farhat Habib and Boyan Alexandrov of Ohio State’s Department of Biomedical Informatics, Andrew Hill of the University of Colorado and Diego Pol of Ohio State’s Mathematical Biosciences Institute.
Deaths higher in stroke patients who enter hospital at night, weekends

Abstracts P174 and P540*


Stroke patients who enter the hospital at night and on weekends are more likely to die in the hospital than those treated during regular business hours and on weekdays, according to two studies presented at the American Heart Association’s International Stroke Conference 2008.


However, regardless of when a symptom may occur, the American Stroke Association urges anyone who may be experiencing stroke symptoms to seek emergency treatment immediately.


In one study (P540), researchers used data from 222,514 acute stroke admissions at 857 hospitals participating in Get With The Guidelines-Stroke (GWTG-StrokeSM) (an American Heart Association quality improvement program), between 2003 and 2007. Researchers found that stroke patients who arrived in the emergency department during normal business hours (7 a.m. to 6 p.m. on weekdays) had better outcomes than those who arrived after hours, said Mathew J. Reeves, Ph.D., associate professor of epidemiology at Michigan State University in East Lansing, Mich.


“We found an elevated risk of in-hospital mortality for all stroke patients who presented after hours, but it was particularly striking for hemorrhagic stroke,” he said.


Hemorrhagic strokes are caused by bleeding into the brain. For the 34,845 hemorrhagic stroke patients in the final analysis, in-hospital mortality was 27.2 percent for off-hours presentation compared to 24.1 percent for those who arrived during regular hours.


“For hemorrhagic stroke patients presenting during off-hours there was a greater than 3 percent absolute increased risk in mortality,” Reeves said. “That’s clinically important; it translates to one excess death for every 32 patients with hemorrhagic stroke who present during off hours compared to those who arrive during regular hours.”


For ischemic stroke, stroke caused by blockages in the blood vessels leading to or in the brain, in-hospital mortality was 5.8 percent for off-hour presentation, compared to 5.2 percent for on-hour arrival, a difference of 0.6 percent that is small but was statistically significant.


In a separate study (P174) – the largest study in the world to compare outcomes for weekend to weekday stroke admissions – California researchers analyzed data on more than 2.4 million hospital admissions throughout the country between 1988 and 2004 in which the primary diagnosis was stroke.


“The mortality rate was remarkably lower for weekday admissions than for weekend: 7.9 percent versus 10.1 percent,” said David S. Liebeskind, M.D, senior author of the study.


Using data from the U.S. government’s Nationwide Inpatient Sample of the Healthcare Cost and Utilization Project, Liebeskind and colleagues also found a difference, though less pronounced than for hemorrhagic stroke, between weekday and weekend admissions for patients who had an ischemic stroke. For those cases, mortality was 7.3 percent for weekday vs. 8.2 percent for weekend admissions, said Liebeskind, associate professor of neurology and associate director of the University of California Los Angeles Stroke Center.


The researchers theorized that patients who arrived in off hours period and on weekends might have different characteristics than those who arrive during regular hours and on weekdays. However, the differences in outcome persisted even after Liebeskind’s group adjusted for age, race, gender, and socioeconomic variables. Reeves’ group adjusted for age, race, gender, stroke risk factors, arrival mode (personal vehicle or ambulance) and hospital-level factors and also found that accounting for these made little impact on the effect of off-hours arrival. While as yet undefined patient characteristics could still have had an effect, none were identified.


“The stroke patients admitted off hours have a higher mortality rate, and this cannot be explained by any obvious differences in characteristics of the stroke or the patient. This means that the reason may be a differences in the quality of care being provided by the hospital during these different times,” Reeves said, adding that this is the bright spot in the findings.


“If this is related to the quality of care then this could be fixable. It means that if hospitals look at their staffing and care practices on weekends and off hours, one should be able to correct these differences.”


Compared to ischemic stroke care, hemorrhagic stroke – which is caused by bleeding into the brain – carries a greater burden for specialist care such as neurosurgical interventionalists and neurosurgeons, he said.


“It could be that specialists are unavailable or more difficult to get hold of, and there’s definitely less staffing in terms of nursing care and rapid access to certain procedures on the weekend,” Reeves said.


Liebeskind’s study found that although patients admitted on weekdays and weekends underwent a similar number of procedures, those in the weekend group underwent their first procedure almost a day later on average: 2.65 days after admission compared to 1.76 days for those arriving on weekdays, he said.


Liebeskind said the differences in outcome persisted though overall stroke mortality decreased during the 15-year study period.


“It’s difficult to say based on our study exactly where these differences arise,” he said, adding that this study ended in 2004, about the time stroke care underwent a major change in the United States with more hospitals being designated as primary stroke centers.


A Primary Stroke Center is a hospital-based center that provides acute stroke care based on evidence-based guidelines and has the ability to treat emergently with the clot-busting drug, tissue plasminogen activator.


“We hope to see how these patterns will change with implementation of both primary and comprehensive stroke centers,” Liebeskind said.


Get With The Guidelines-Stroke is a continuous quality improvement program created by the American Heart Association and its American Stroke Association division. GWTG-Stroke provides healthcare providers with evidence-based treatment guidelines at the point of care and allows hospitals to gather data and review feedback on how well they meet a variety of treatment goals to improve outcomes. GWTG-Stroke started with a pilot program in 2003 led by Reeves’ co-author, Lee H. Schwamm, M.D., associate director of Acute Stroke Services at Massachusetts General Hospital, Boston.


Reeves said this study, which includes data from 2003 through 2007, appears to show an encouraging trend in these GWTG-Stroke hospitals.


“There is some evidence in our data that the magnitude of the mortality difference between on-hour and off-hour arrival lessens the longer a hospital has been involved in the Get With the Guidelines quality improvement program,” he said.


American Stroke Association Advisory Chairman Ralph Sacco, M.D. said the studies show there is still room to improve stroke treatment.


“Although we are improving our rapid treatment approaches for acute stroke and improving outcomes, these new studies suggest that we may have room for improvement for those cases who present during off hours,” Sacco said. “The outcome disparities, however, were greatest for hemorrhagic stroke patients for whom we have the least successful acute treatments to offer.”

Daytime dozing linked to increased stroke risk in elderly

Abstract 94


Regular daytime dozing forewarns of a significantly increased risk of stroke in older Americans, researchers reported at the American Stroke Association’s International Stroke Conference 2008.


Stroke risk was two- to four-fold greater in those with moderate dozing. This suggests that daytime dozing “may be an important and novel stroke risk factor,” said Bernadette Boden-Albala, Ph.D., lead author of the study.


In this study, dozing refers to a person unintentionally falling asleep.


Among 2,153 participants in a prospective study with an average follow-up of 2.3 years, the risk of stroke was 2.6 times greater for those classified as doing “some dozing” compared to those with “no dozing.” Those in the “significant dozing” group had a 4.5 times higher risk.


“Those are significant numbers,” said Boden-Albala, an assistant professor of neurology at Columbia University’s College of Physicians and Surgeons in New York City. “We were surprised that the impact was that high for such a short period of time.”


Sleep scientists previously have found evidence that people who experience apnea, brief periods when breathing stops during sleep, have an increased stroke risk. Research indicates that daytime sleepiness can result from sleeping poorly because of nighttime apnea.


Researchers studied a community-based cohort as part of the long-term Northern Manhattan Study (NOMAS), which began in 1990 and included men and women ages 40 and older. It’s the first effort investigating stroke risk factors in whites, blacks and Hispanics living in the same community.


No study participants had suffered a stroke. At study entry, their average age was 73 years and 64 percent were women. The racial-ethnic mix was 60 percent Hispanic, 20 percent black and 18 percent white.


In 2004, Boden-Albala and her colleagues began collecting daytime dozing data annually using the Epworth Sleepiness Scale. The Epworth scale asks people to rate their frequency of dozing off during specific situations, such as watching TV, sitting and talking to someone, sitting quietly after a lunch without alcohol and stopping briefly in traffic while driving.


Based on the Epworth results, the researchers designated participants as “no dozing” (44 percent), “some dozing” (47 percent) and “significant dozing” (9 percent).


In the two years of follow-up, researchers sought to determine the number of strokes and vascular events ― which they defined as a heart attack or stroke death caused by vascular problems ― among the dozing study members. They detected 40 strokes and 127 vascular events.


After controlling for several stroke risk factors ― age, race-ethnicity, sex, education, blood pressure, diabetes, obesity and physical activity ― they found unexpectedly high stroke risks for the “some dozing” and “significant dozing” groups compared to “no dozing.”


The risk of a heart attack or vascular death was higher ― 1.6 percent for the moderate dozers and 2.6 percent for the significant dozers. The findings were similar for all ethnicities and both genders.


“Given what’s known now, it’s worth assessing patients for sleep problems,” Boden-Albala said. “And the initial assessment can be something as simple as the Epworth scale. If patients are moderately or significantly dozing, physicians need to think about sending them for further evaluation.”


These findings, if confirmed by other studies, carry important public health implications as well.


“Studies demonstrate that we are not getting enough sleep, so we’re tired,” Boden-Albala said. “But the real question is, what are we doing to our bodies? Sleepiness obviously puts us at risk of stroke.”

Co-authors are Carl Bazil, M.D.; Yeseon Moon, M.S.; Janet De Rosa, M.P.H.; Mitchell S. Elkind, M.C.; Myunghee C. Paik, Ph.D.; and Ralph L. Sacco, M.D.

The National Institute of Neurological Disorders and Stroke funds the NOMAS study.

A regular dip could benefit fibromyalgia sufferers


Patients suffering from fibromyalgia could benefit significantly from regular exercise in a heated swimming pool, a study published today in the open access journal Arthritis Research & Therapy shows. The findings suggest a cost effective way of improving quality of life for patients with this often-debilitating disorder.


Fibromyalgia is a common, painful syndrome, with no known cause and no accepted cure. Symptoms usually involve chronic and severe pain and tenderness in muscles, ligaments and tendons. Pain in the neck and shoulders is common but sufferers also report problems with sleep, anxiety and depression. More than 90 percent of sufferers are female. Physicians usually prescribe painkillers together with exercise and relaxation techniques, but they may also prescribe a low-dose antidepressant.


Now, Narci's Gusi of the Faculty of Sports Sciences, at the University of Extremadura, in Ca'ceres, Spain and Pablo Tomas-Carus of the Department of Sport and Health at the University of E'vora, Portugal have carried out a randomized controlled trial with a group of 33 female fibromyalgia patients to find an alternative approach. Seventeen of the patients took part in supervised training exercises in warm water for an hour three times a week over a period of 8 months while the remaining sixteen did no aquatic training.


Gusi and Tomas-Carus found that this long-term aquatic exercise program was effective in reducing symptoms and improving the health-related quality of life of the participants. In an earlier study, the researchers had shown that even a short-term exercise regime could reduce symptoms but pain would return once the patients stopped the exercise course.


“The addition of an aquatic exercise programme to the usual care for fibromyalgia in women, is cost-effective in terms of both health care costs and societal costs,” the researchers conclude, “appropriate aquatic exercise is a good health investment.” The researchers are yet to compare aquatic training with more accessible and cheaper forms of exercise, such as low-impact aerobics, walking, and tai-chi.

Notes to Editors:

1. Cost-utility of an 8-month aquatic training for women with fibromyalgia: a randomized controlled trial

Narcis Gusi and Pablo Tomas-Carus  Arthritis Research & Therapy (in press)

Journey to the center of the Earth -- Imperial scientists explain tectonic plate motions


The first direct evidence of how and when tectonic plates move into the deepest reaches of the Earth is published in Nature today. Scientists hope their description of how plates collide with one sliding below the other into the rocky mantle could potentially improve their ability to assess earthquake risks.


The UK and Swiss team found that, contrary to common scientific predictions, dense plates tend to be held in the upper mantle, while younger and lighter plates sink more readily into the lower mantle.


The mantle is a zone underneath the Earth's crust encompassing its super hot molten core. It is divided into an upper and lower area, and is made up of a 2,900 km circumference of churning, viscous rock. It is constantly fed with new material from parts of tectonic plates which slide down from the surface into it.


The researchers' numerical models show how old, dense and relatively stiff plates tend to flatten upon reaching the upper-lower mantle boundary, 'draping' on top of it. Their models are helping to explain plate movements and earthquakes in the Western Pacific, where old plates currently sink below Tonga, the Mariana Islands and Japan.


By contrast, younger more malleable plates tend to bend and fold above the boundary of the lower mantle for tens of millions of years until they form a critical mass that can sink rapidly into the lower mantle.


When this mass moves into the lower mantle, the part of the plate still at the surface is pulled along at high speed. This explains why plate movements below Central and northern South America are much higher than expected for such young plates.


The scientists came to these conclusions by using a numerical model, originally used to show how buildings buckle and fold, which calculates the brittleness, stiffness and elasticity of tectonic plates alongside how the pressures and stresses inside the mantle would affect the plate on its downward descent.


They then compared the modelling with plate movement data. By comparing the two models, the team was able to build up a clear picture of how plates should move when stalled in the upper mantle and also show, for the first time, how tectonic plate rock is mixing within the mantle.


Commenting about the study, lead researcher Dr Saskia Goes, from Imperial College London's Department of Earth Science and Engineering, said:


“It is exciting to see direct evidence of plates transiting from the upper and lower mantle. This process has been predicted by models before, but no one has been able to link these predictions with observations, as we now do for plate motions.”


When two tectonic plates collide, with one sliding below the other and sinking into mantle, it can lead to the formation of mountain belts, like the Andes, and island arcs, like Japan and, in some places, cause explosive volcanism and earthquakes. Dr Goes say more research is needed, but believes this study could potentially help scientists determine earthquake risks in parts of these zones where none have ever been recorded before.


“The speed with which the two plates converge, and the force with which they are pushed together, determine the size of the largest earthquakes and time between large tremors. Understanding what forces control the plate motions will ultimately help us determine the chances for large earthquakes in areas where plates converge, in places like the northern U.S., Java and northern Peru, but where no large earthquakes have been recorded in historic times,” she adds.

Vitamin E may increase tuberculosis risk in male smokers with high vitamin C intake


Six-year vitamin E supplementation increased tuberculosis risk by 72% in male smokers who had high dietary vitamin C intake, but vitamin E had no effect on those who had low dietary vitamin C intake, according to a study published in the British Journal of Nutrition.


Previous studies had suggested that vitamin E might improve the immune system. In animal studies vitamin E seemed to protect against various infections.


Harri Hemila and Jaakko Kaprio, of the University of Helsinki, Helsinki, Finland, studied whether vitamin E supplementation might decrease the risk of tuberculosis. They analyzed the data of the randomized trial (Alpha-Tocopherol Beta-Carotene Cancer Prevention Study) which was conducted in Finland between 1985-1993 and included male smokers aged 50-69 years. There were 174 cases of tuberculosis in 29,023 participants during the 6-year supplementation of 50 mg/day vitamin E.


The effect of vitamin E on tuberculosis risk was modified by the intake of vitamin C in diet. Vitamin E had no effect on participants who had dietary vitamin C intake less than 90 mg/day. Unexpectedly, vitamin E supplementation increased tuberculosis risk by 72% in those who had dietary vitamin C intake over 90 mg/day. The most dramatic increase in tuberculosis risk by vitamin E was restricted to a one-year period after the initiation of supplementation.


The US nutritional recommendations, issued by the prestigious Institute of Medicine, consider that vitamin E is safe in amounts up to 1000 mg/day. This new study suggests that in some population groups vitamin E supplementation may be harmful at a substantially lower dose, 50 mg/day.


The researchers concluded that “the consumption of vitamin E supplements by the general population should be discouraged because there is evidence of harm for some people.”

University of Denver bullying victimization study

DENVER-A University of Denver study shows a curriculum-based bullying prevention program reduced incidents of bullying by 20 percent, twice as much as in the study control group.


Jeffrey M. Jenson and William A. Dieterich of the University of Denver’s Graduate School of Social Work studied more than 1,100 students in 28 elementary schools in Denver public schools. One group was exposed to a bullying prevention program called “Youth Matters” (YM). A second “control” group of students was not.


Self-reported bully victimization among students taking the “Youth Matters” curriculum decreased at 20 percent compared to a 10 percent drop from students in the control group.


“By the end of the study bully victimization was significantly lower in the YM group relative to the control group,” Jenson reports. “This outcome is encouraging because the curriculum modules tested in the study focused on teaching the social and emotional skills necessary to avoid becoming a bully victim.”


The results are detailed in a paper, “Effects of a Skills-based Prevention Program on Bullying and Bully Victimization among Elementary School Children,” published in the December 2007 issue of Prevention Science by the Society for Prevention Research.


Previous research has shown that about 25 percent of elementary students either bully or are victims of bullying. Studies also suggest that both bullies and victims are at risk for later mental health problems and involvement in anti-social activities. Educators have focused attention on bullying in the wake of school shootings over the last decade. In some of those cases there were indications that the shooters had themselves been bullied as young children.


Students in the Jenson-Dieterich study who participated in the “Youth Matters” curriculum received training in four 10-week modules over the course of two academic years. The curriculum focused on two themes: issues and skills related to bullying and other forms of early aggression.


In skills instruction, students learned how to use social and interpersonal skills to decrease the likelihood of being bullied by classmates. They also were taught ways to stand up for themselves and others, and instruction in asking for help when confronted by a bully. The goal of the training was to teach students how to use these skills to stay out of trouble, build positive relationships, make good decisions, and avoid anti-social behavior.


“Understanding the consequences of bullying from both a bully and a victim perspective is emphasized in training sessions,” Jenson reports. “Our findings point to the importance of social and emotional skills in reducing bullying.”

University of Sydney researchers find new evidence linking kava to liver damage


In recent years, serious concerns about the dangers of kava and the effects on the liver have resulted in regulatory agencies, such as the US Food and Drug Administration and Australia's Therapeutic Goods Administration, banning or restricting the sale of kava and kava products.


Originally from Fiji, where kava drinking is common, Professor Iqbal Ramzan, Dean of Pharmacy at the University of Sydney, Australia, had previously published articles on the adverse effects of kava, and wanted to investigate further the effects kava had on the liver.


His findings are published in the January 28, 2008 edition of the World Journal of Gastroenterology. Leading a team of researchers from the University of Sydney, Professor Ramzan spent one year investigating the cellular effects of kava on the liver. Kava has been used in ceremonies and for recreational and social purposes in the South Pacific since ancient times, much like alcohol, tea or coffee is in other societies today.


In the 1980s other medicinal uses for kava began to emerge and it was marketed in herbal form as a natural way to treat conditions such as anxiety, insomnia, tension and restlessness, particularly in Europe and North America.


More recently, evidence began to emerge about the adverse affect kava could have on the liver.


To test these theories, the University of Sydney study focused on the major kavalactone (the ingredient in kava believed to affect the liver) -- kavain -- and investigated the effects it had on the ultrastructure (or biological structure) of the liver.


This required the use of electron microscopes (which enable the examination of the interior of cells) provided by the Australian Key Centre for Microscopy and Microanalysis at the University of Sydney under the direction of its Deputy Director, Professor Filip Braet.


The study found that following kavain treatment the liver tissue displayed an overall change in structure, including the narrowing of blood vessels, the constriction of blood vessel passages and the retraction of the cellular lining.


Interestingly, kavain also adversely affected certain cells which function in the destruction of foreign antigens (such as bacteria and viruses), which make up part of the body's immune system.


In other words, the kavain treatment disturbed the basic structure of the liver, consequently seriously impacting the normal functioning of the liver.


The results of the University of Sydney's study clearly support earlier literature observations on kava's adverse affects on the functioning of the liver in general.


However, additional investigations into the effects of other major kavalactones on the liver, as well as studies on whether the effects of kava are reversible, are urgently needed.

Reference: Fu S, Korkmaz E, Braet F, Ngo Q, Ramzan I. Influence of kavain on hepatic ultrastructure. World J Gastroenterol 2008 January 28; 14(4): 541-546  http://www.wjgnet.com/1007-9327/14/541.aps

Electron filmed for first time ever


Now it is possible to see a movie of an electron. The movie shows how an electron rides on a light wave after just having been pulled away from an atom. This is the first time an electron has ever been filmed, and the results are presented in the latest issue of Physical Review Letters.


Previously it has been impossible to photograph electrons since their extremely high velocities have produced blurry pictures. In order to capture these rapid events, extremely short flashes of light are necessary, but such flashes were not previously available. With the use of a newly developed technology for generating short pulses from intense laser light, so-called attosecond pulses, scientists at the Lund University Faculty of Engineering in Sweden have managed to capture the electron motion for the first time.


“It takes about 150 attoseconds for an electron to circle the nucleus of an atom. An attosecond is 10-18 seconds long, or, expressed in another way: an attosecond is related to a second as a second is related to the age of the universe,” says Johan Mauritsson, an assistant professor in atomic physics at the Faculty of Engineering, Lund University. He is one of seven researchers behind the study, which was directed by him and Professor Anne L’Huillier.


With the aid of another laser these scientists have moreover succeeded in guiding the motion of the electron so that they can capture a collision between an electron and an atom on film.


“We have long been promising the research community that we will be able to use attosecond pulses to film electron motion. Now that we have succeeded, we can study how electrons behave when they collide with various objects, for example. The images can function as corroboration of our theories,” explains Johan Mauritsson.


These scientists also hope to find out more about what happens with the rest of the atom when an inner electron leaves it, for instance how and when the other electrons fill in the gap that is created.


“What we are doing is pure basic research. If there happen to be future applications, they will have to be seen as a bonus,” adds Johan Mauritsson.


The length of the film corresponds to a single oscillation of the light, but the speed has then been ratcheted down considerably so that we can watch it. The filmed sequence shows the energy distribution of the electron and is therefore not a film in the usual sense.


Previously scientists have studied the movements of electrons using indirect methods, such as by metering their spectrum. With these methods it has only been possible to measure the result of an electron’s movement, whereas now we have the opportunity to monitor the entire event.


It has been possible to create attosecond pulses for a couple of years now, but not until now has anyone managed to use them to film electron movements, since the attosecond pulses themselves are too weak to take clear pictures.


“By taking several pictures of exactly the same moment in the process, it’s possible to create stronger, but still sharp, images. A precondition is for the process to be repeated in an identical manner, which is the case regarding the movement of an electron in a ray of light. We started with a so-called stroboscope. A stroboscope enables us to ‘freeze’ a periodic movement, like capturing a hummingbird flapping its wings. You then take several pictures when the wings are in the same position, such as at the top, and the picture will turn out clear, despite the rapid motion,” clarifies Johan Mauritsson.

The article appears in Physical Review Letters, vol. 100. Read the article “Coherent Electron Scattering Captured by an Attosecond Quantum Stroboscope” and see the movie at http://www.atto.fysik.lth.se/

A popular science description of the article can be found at: http://focus.aps.org/
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