Women warriors may have battled in ancient Cambodia


Archaeologists have found female skeletons buried with metal swords in Cambodian ruins, indicating there may have been a civilisation with female warriors, the mission head said Thursday.


The team dug up 35 human skeletons at five locations in Phum Snay in northwestern Cambodia in research earlier this year, said Japanese researcher Yoshinori Yasuda, who led the team.


"Five of them were perfect skeletons and we have confirmed all of them were those of females," Yasuda told AFP. The skeletons were believed to date back to the first to fifth century AD.


The five were found buried together with steel or bronze swords, and helmet-shaped objects, said Yasuda, who is from the government-backed International Research Center for Japanese Studies.


"It is very rare that swords are found with women. This suggests it was a realm where female warriors were playing an active role," he said.


"Women traditionally played the central role in the rice-farming and fishing societies," he said. "It's originally a European concept that women are weak and therefore should be protected."


"The five skeletons were well preserved because they had been buried in important spots at the tombs," he said.


It was the first time that large-scale research was conducted on the Phum Snay relics, which were found in 1999.


It is believed there was a civilisation inhabited with several thousand rice-farming people between the first to fifth century.
Excavations reveal ancient civilization with a sense of style

Neolithic Vinca proved to be a metallurgical culture

PLOCNIK, Serbia (Reuters) – If the figurines found in an ancient European settlement are any guide, women have been dressing to impress for at least 7,500 years.


Recent excavations at the site – part of the Vinca culture which was Europe’s biggest prehistoric civilization – point to a metropolis with a great degree of sophistication and a taste for art and fashion, archaeologists say.


In the Neolithic settlement in a valley nestled between rivers, mountains and forests in what is now southern Serbia, men rushed around a smoking furnace melting metal for tools. An ox pulled a load of ore, passing by an art workshop and a group of young women in short skirts. "According to the figurines we found, young women were beautifully dressed, like today’s girls in short tops and mini skirts, and wore bracelets around their arms,” said archaeologist Julka Kuzmanovic-Cvetkovic.
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	These Neolithic figurines, one of a girl in a short skirt and ornate top (left) and another showing the head of a goddess (right), were found in the Plocnik archaeological site in southern Serbia. Excavation finds point to a metropolis with a great degree of sophistication. Reuters



The unnamed tribe who lived between 5400 and 4700 BC in the 120-hectare site at what is now Plocnik knew about trade, handcrafts, art and metallurgy. Near the settlement, a thermal well might be evidence of Europe’s oldest spa.

These Neolithic figurines, one of a girl in a short skirt and ornate top (left) and another showing the head of a goddess (right), were found in the Plocnik archaeological site in southern Serbia. Excavation finds point to a metropolis with a great degree of sophistication.


"They pursued beauty and produced 60 different forms of wonderful pottery and figurines, not only to represent deities, but also out of pure enjoyment,” said Kuzmanovic.


The findings suggest an advanced division of labor and organization. Houses had stoves, there were special holes for trash, and the dead were buried in a tidy necropolis. People slept on woollen mats and fur, made clothes of wool, flax and leather, and kept animals.

The community was especially fond of children. Artefacts include toys such as animals and rattles of clay, and small, clumsily crafted pots apparently made by children at playtime.


One of the most exciting finds for archaeologists was the discovery of a sophisticated metal workshop with a furnace and tools including a copper chisel and a two-headed hammer and axe. "This might prove that the Copper Age started in Europe at least 500 years earlier than we thought,” Kuzmanovic said.


The Copper Age marks the first stage of humans’ use of metal, with copper tools used alongside older stone implements.


It is thought to have started around the 4th millennium BC in southeast Europe, and earlier in the Middle East. The Vinca culture flourished from 5500 to 4000 BC on the territories of what is now Bosnia, Serbia, Romania and the Former Yugoslav Republic of Macedonia.


It got its name from the present-day village of Vinca, 10 km east of Belgrade on the Danube River, where early 20th-century excavations uncovered the remains of eight Neolithic villages.


The discovery of a mine – Europe’s oldest – at the nearby Mlava river suggested at the time that Vinca could be Europe’s first metal culture, a theory now backed up by the Plocnik site.


"These latest findings show that the Vinca culture was from the very beginning a metallurgical culture,” said archaeologist Dusan Sljivar of Serbia’s National Museum. "They knew how to find minerals, to transport them and melt them into tools.” The metal workshop in Plocnik was a room of some 25 square meters, with walls built out of wood coated with clay. The furnace, built on the outside of the room, featured earthen pipe-like air vents with hundreds of tiny holes in them and a prototype chimney to ensure air goes into the furnace to feed the fire and smoke comes out safely.


"In Bulgaria and Cyprus, where such workshops have also been found, they didn’t have chimneys but blew air on the fire with straws, exposing man to heat and carbon dioxide,” Sljivar said.


He said the early metal workers very likely experimented with colorful minerals that caught their eye – blue azurite, bright green malachite and red cuprite, all containing copper – as evidenced by malachite traces found on the inside of a pot.


The settlement was destroyed at some point, probably in the first part of the 5th millennium, by a huge fire.


The Plocnik site was first discovered in 1927 when the then Kingdom of Serbs, Croats and Slovenes was building a rail line from the southern city of Nis to the province of Kosovo. Some findings were published at the time but war, lack of funds and objections from farmers meant it was investigated only sporadically until digging started in earnest in 1996.


"The saddest thing for us is always the moment when we finish our work and everything has to be covered up with earth again,” Kuzmanovic said. "That’s the easiest for the state; conservation is very expensive and the land owners want to work in their fields.” But there was some hope that the latest excavation would be preserved due to its importance, Kuzmanovic added. "We dream of uncovering the entire town one day, and people will be able to see prehistoric life at its fullest,” she said.
'Noah's flood' kick-started European farming


The flood believed to be behind the Noah’s Ark myth kick-started European agriculture, according to new research by the Universities of Exeter, UK and Wollongong, Australia. Published in the journal Quaternary Science Reviews, the research paper assesses the impact of the collapse of the North American (Laurentide) Ice Sheet, 8000 years ago. The results indicate a catastrophic rise in global sea level led to the flooding of the Black Sea and drove dramatic social change across Europe. The research team argues that, in the face of rising sea levels driven by contemporary climate change, we can learn important lessons from the past.


The collapse of the Laurentide Ice Sheet released a deluge of water that increased global sea levels by up to 1.4 metres and caused the largest North Atlantic freshwater pulse of the last 100,000 years. Before this time, a ridge across the Bosporus Strait dammed the Mediterranean and kept the Black Sea as a freshwater lake. With the rise in sea level, the Bosporus Strait was breached, flooding the Black Sea. This event is now widely believed to be behind the various folk myths that led to the biblical Noah’s Ark story. Archaeological records show that around this time there was a sudden expansion of farming and pottery production across Europe, marking the end of the Mesolithic hunter-gatherer era and the start of the Neolithic. The link between rising sea levels and such massive social change has previously been unclear.


The researchers created reconstructions of the Mediterranean and Black Sea shoreline before and after the rise in sea levels. They estimated that nearly 73,000 square km of land was lost to the sea over a period of 34 years. Based on our knowledge of historical population levels, this could have led to the displacement of 145,000 people. Archaeological evidence shows that communities in southeast Europe were already practising early farming techniques and pottery production before the Flood. With the catastrophic rise in water levels it appears they moved west, taking their culture into areas inhabited by hunter-gatherer communities.


Professor Chris Turney of the University of Exeter, lead author of the paper, said: "People living in what is now southeast Europe must have felt as though the whole world had flooded. This could well have been the origin of the Noah’s Ark story. Entire coastal communities must have been displaced, forcing people to migrate in their thousands. As these agricultural communities moved west, they would have taken farming with them across Europe. It was a revolutionary time.”


The rise in global sea levels 8000 years ago is in-line with current estimates for the end of the 21st century. Professor Chris Turney continued: "This research shows how rising sea levels can cause massive social change. 8,000 years on, are we any better placed to deal with rising sea levels" The latest estimates suggest that by AD 2050, millions of people will be displaced each year by rising sea levels. For those people living in coastal communities, the omen isn’t good.”
Sinus problems are treated well with safe, inexpensive treatment

Nasal irrigations with saline are more effective than saline spray for short-term relief
ANN ARBOR, Mich. — An inexpensive, safe and easy treatment is an effective method for treating chronic nasal and sinus symptoms – more effective, in fact, than commonly used saline sprays, according to a new study from University of Michigan Health System researchers.


The study is the first of its kind to show greater efficacy of saline irrigation treatments versus saline spray for providing short-term relief of chronic nasal symptoms, the authors report. Participants in the study who were treated with irrigation experienced a much greater benefit than those who were treated with saline spray, in terms of both the severity and frequency of their symptoms.


"The irrigation group achieved a clinically significant improvement in quality of life in terms of the severity of their symptoms, whereas the spray group did not,” says lead author Melissa A. Pynnonen, M.D., clinical assistant professor in the U-M Department of Otolaryngology. "Strikingly, they also experienced 50 percent lower odds of frequent nasal symptoms compared with the spray group.”


The findings, which appear in the new issue of the Archives of Otolaryngology – Head & Neck Surgery, could be significant for the multitudes of people who suffer from chronic nasal and sinus conditions. In the United States, 36 million people are affected by chronic rhinosinusitis each year, and millions more are affected by other types of allergic and non-allergic rhinitis.


Treatments including antibiotics, antihistamines and anti-inflammatory drugs can be helpful, but for many patients, symptoms persist. "A lot of symptoms still aren’t very well treated,” Pynnonen says.


Treatment with saline irrigations – the flushing of nasal passages with a salt water mixture – often is recommended by otolaryngologists (ear, nose and throat physicians) for a variety of sinus conditions. It has long been used as a treatment following sinus surgery, and more recently is becoming common in non-surgical patients. The authors of this study say their findings suggest that otolaryngologists and primary care physicians should recommend this treatment to their patients more often.


Saline sprays are often used as an alternative to irrigations because spray "is often perceived to be equivalent to and better tolerated than irrigation,” the researchers note. But the effectiveness of sprays has not been proven in clinical trials.


Among the 121 adults in this study – all of whom have chronic nasal and sinus symptoms – 60 were treated for eight weeks with saline irrigation and 61 were treated with saline spray. The severity of their symptoms was measured with the 20-Item Sino-Nasal Outcome Test, and the frequency of symptoms was measured with a questionnaire.


The irrigation group’s average score on the severity test had dropped (improved) by more points than the spray group’s average at intervals of two weeks, four weeks and eight weeks (4.4 points out of 100 lower at two weeks, 8.2 points lower at four weeks, and 6.4 points lower at eight weeks).


Frequency of symptoms also improved in both groups, though more for the irrigation group. While 61 percent of the spray group reported having symptoms "often or always” after the eight-week study, just 40 percent of the irrigation group did.


"It’s clear from our results that both treatments led to a decrease in frequency and severity of symptoms, but the difference is that the salt water flush led to substantial improvement,” Pynnonen says.


Both groups experienced adverse effects, with more reported in the irrigation group. Most were minor, however, and none required that the treatment be stopped. The most commonly reported adverse effect was post-treatment drainage.


"One of the greatest benefits of the nasal irrigation we are using is that it is very cheap and very safe,” Pynnonen says.

----------------------------

In addition to Pynnonen, authors of the study were Jeffrey E. Terrell, M.D. and Meredith E. Adams, M.D., of the U-M Department of Otolaryngology; H. Myra Kim, Sc.D., of the Department of Biostatistics and the Center for Statistical Consultation and Research at the U-M School of Public Health; and Shraddha S. Mukerji, M.D., of Texas Children’s Hospital.

Financial support was provided by NeilMed Pharmaceuticals, which had no role in design or conduct of the study; collection, management, analysis or interpretation of the data; or in the preparation, review or approval of the manuscript. NeilMed Pharmaceuticals manufactures Sinus Rinse, the saline product.

Reference: Archives of Otolaryngology – Head & Neck Surgery, Vol. 133, No. 11, Nov. 2007.
Gender roles and not gender bias hold back women scientists

Heidelberg, 19 November 2007  Traditional roles of women in the home and a negative bias in workplace support result in less career success for women versus men at the same stage of their research careers, determined researchers at the European Molecular Biology Organization (EMBO) in a study appearing in the November 2007 issue of EMBO reports.

Despite the fact that more than half the European student population is female, women hold less then 15% of full professorships in Europe, according to the She Figures 2006 from the European Commission. While the percentage of female university graduates and PhD holders has increased, the gender gap is not closing at the same rate as careers advance.


The study authors, Ledin, Bornmann, Gannon and Wallon, were prompted to investigate whether gender bias was at the root of the lower success rate of female applicants to the EMBO Long-Term Fellowship and Young Investigator Programmes. Gender blinding of application reviewers found that gender bias was not the cause. A thorough investigation of the publication data of all applicants revealed that the performance gap widens even further between men and women researchers at later stages of their careers. This widening gap results in a 50% lower fraction of females applying as young group leaders to the EMBO Young Investigator Programme as compared to the number of female postdoctoral scientists who apply for the EMBO Long-Term Fellowships.


The EMBO Long-Term Fellowship Programme attracts scientists who completed their PhD training within the previous three years before application and are seeking financial support for post-doctoral research. Scientists at a later stage of their careers who are within four years of establishing their first independent laboratories can apply for support through the EMBO Young Investigator Programme.


Surveys of applicants found that traditional gender roles combined with a pervasive negative work culture appeared to be at the root of the lower success rate of women researchers versus men researchers.


The traditional gender roles are manifested by the facts that women take substantially more parental leave and more often adjust their careers in preference to that of their male partners. As a result women publish less and are slower to advance in their careers because on average they spend less time at work and have a greater burden to carry outside of the lab than their male counterparts at the same stage of their careers.


In the workplace, women scientists had fewer opportunities for mentoring, less supervisor support once they began to have families and there was a general lack of gender policy and monitoring in institutions.


The study authors ask whether employers, policy makers, scientists and society can afford to lose such a large number of trained specialists from the workforce. They conclude that both a shift in thinking about the roles of men and women and positive action in the workplace are required to ensure that family decisions do not prevent men and women from career and societal aspirations.


Through its Women In Science Programme, EMBO assesses and acts on imbalances in the scientific career path. EMBO monitors the selection process in EMBO programmes, alerts EMBO committees towards gender imbalance, devises actions to counteract gender imbalance and creates awareness in the scientific community.


The study publication A Persistent Problem: Traditional gender roles hold back female scientists appears online until 30 November 2008 at http://www.nature.com/embor.
Like father, like son: Attractiveness is hereditary


Sexy dads produce sexy sons, in the insect world at least. While scientists already knew that specific attractive traits, from cricket choruses to peacocks’ tails, are passed on to their offspring, the heritability of attractiveness as a whole is more contentious. Now, new research by the University of Exeter, published today (20 November) in Current Biology, shows that attractiveness is hereditary.


The research team, based on the University of Exeter’s Cornwall Campus, focused on the fruitfly Drosophila simulans. They paired up males and females at random and found the length of time it took for them to mate ranged from just two minutes to two hours. Female fruitflies need to make themselves accessible to males for mating to take place, so males cannot force copulation. Therefore, the speed at which mating occurs can be taken as an indication of the attractiveness of the male to his female partner.


After males had mated with around three females each, their sons who were full and half brothers, were paired with single females. Again, the time for copulation to occur was recorded. This allowed the researchers to look at the genetic component of attractiveness. They found that attractiveness is hereditary, passed on from father to son. Previous research has shown that females that mate with attractive males do not produce more offspring than those mating with less desirable males. This study indicates that one benefit females may enjoy by mating with attractive males is that they will produce ‘sexy’ sons, which are more likely to be successful in mating.


Dr David Hosken of the University of Exeter said: "Attractiveness probably can’t be defined by individual characteristics, so there is no single physical attribute that female fruitflies are looking for in a mate. However, there is clearly a benefit to females in having sexy sons that are more likely to attract a mate and produce offspring.”


Having now shown that attractiveness can be passed on from father to son, the research team believes that the findings could apply to other species. Although not tested, Dr Hosken believes his findings could be applied to humans: "It’s possible that attractiveness is hereditable across the animal kingdom. It could even be the case in humans that the sexiest dads also have the most desirable sons, which would probably be bad news for my boy.”
Stress Hormone may Hasten the Progression of Certain Blood Cancers

Columbus, Ohio -- Researchers here have shown that in cell cultures, the stress hormone norepinephrine appears to promote the biochemical signals that stimulate certain tumor cells to grow and spread.


The finding, if verified, may suggest a way of slowing the progression and spread of some cancers enough so that conventional chemotherapeutic treatments would have a better chance to work.


The study also showed that stress hormones may play a completely different role in cancer development than researchers had once thought.


The results appear in the current issue of the journal Brain, Behavior and Immunity.


"We would not be surprised if we see similar effects of norepinephrine on tumor progression in several different forms of cancer,” explained Eric Yang, first author of the paper and a research scientist with the Institute for Behavioral Medicine Research (IBMR) at Ohio State University.


Yang and colleague Ron Glaser, a professor of molecular virology, immunology and medical genetics, last year showed that the stress hormone norepinephrine was able to increase the production of proteins in cultures of nasopharyngeal carcinoma tumor cells that can foster the aggressive spread of the disease, a process known as metastasis. Glaser is director of the IBMR and a member of the Comprehensive Cancer Center at Ohio State.


In this latest study, the researchers looked at a different type of cancer -- multiple myeloma. One of several types of cancers of the blood, multiple myeloma strikes nearly 20,000 Americans each year, killing at least half that many annually. Patients diagnosed with this disease normally survive only three to four years with conventional treatments.


Yang and Glaser focused on three multiple myeloma tumor cell lines, each representing a different stage in the life of the disease, for their experiments. While all three tumor cell lines reacted to the presence of norepinephrine, only one, a cell line known as FLAM-76, responded strongly to the hormone.

"The fact that this one cell line, of the three multiple myeloma cell lines studied, closely represents the early stages of the tumor, and that this is where we see the biggest effect, is what makes this work more clinically relevant.”


The norepinephrine binds to receptors on the surface of the cells, sending a signal to the nucleus to produce a compound known as VEGF -- vascular endothelial growth factor -- that is key to the formation of new blood vessels, which the tumor must have to grow.


The FLAM-76 cell line was prepared from multiple myeloma tumor cells taken from a patient whose disease had not yet progressed too far from its original site in the bone marrow where blood cells are formed.


"It turns out that FLAM-76 tumor cells more closely represent the earlier stages of the disease when blood vessel formation, a process called angiogenesis, is needed for disease progression,” Yang said.


"The fact that this one cell line, of the three multiple myeloma cell lines studied, closely represents the early stages of the tumor, and that this is where we see the biggest effect, is what makes this work more clinically relevant,” Glaser said.


The researchers believe that blocking these receptors would slow the process of the growth of more blood vessel to the tumor, delaying disease progression and perhaps allowing treatments to be more effective. Widely used "beta-blocker” drugs now prescribed for high blood pressure work by blocking these same particular cell surface receptors, Yang said.


"This approach wouldn't kill the tumor cells but it would diminish the blood supply to the tumor cells and slow them down, and that could translate into a longer and better quality of life for the patient,” Glaser said.


The researchers and their colleagues are now working with other forms of cancer to test the effects of stress hormones like norepinephrine on their growth.


Glaser added that these kinds of results may change the way scientists are looking at a link between stress and the development and spread of cancer. In the past, he said, the focus was on how stress hormones weakened the immune system, allowing certain tumors to evade the body's defenses.


"Now we have these stress hormones, not only affecting the immune response, but also acting directly on the tumor cells and inducing changes in the molecules made by those same tumor cells,” Glaser said.


"This has important implications for the spread of the tumor and metastasis.”


Elise Donovan, a researcher with the IBMR, and Don Benson, a researcher with Ohio State's Comprehensive Cancer Center, also worked on the project. The research was funded in part by the National Cancer Institute.
How Do We Make Sense of What We See?

Johns Hopkins researchers identify how brains rationalize ambiguous visual data
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Lines in Escher's drawings can seem to be part of either of two different shapes. How does our brain decide which of those shapes to "see?" In a situation where the visual information provided is ambiguous — whether we are looking at Escher's art or looking at, say, a forest — how do our brains settle on just one interpretation?


In a study published this month in Nature Neuroscience, researchers at The Johns Hopkins University demonstrate that brains do so by way of a mechanism in a region of the visual cortex called V2.


That mechanism, the researchers say, identifies "figure" and "background" regions of an image, provides a structure for paying attention to only one of those two regions at a time and assigns shapes to the collections of foreground "figure" lines that we see. 
M.C. Escher's ambiguous drawings transfix us: Are those black birds flying against a white sky or white birds soaring out of a black sky?

"What we found is that V2 generates a foreground-background map for each image registered by the eyes," said Rudiger von der Heydt, a neuroscientist, professor in the university's Zanvyl Krieger Mind/Brain Institute and lead author on the paper. "Contours are assigned to the foreground regions, and V2 does this automatically within a tenth of a second."


The study was based on recordings of the activity of nerve cells in the V2 region in the brain of macaques, whose visual systems are much like that of humans. V2 is roughly the size of a microcassette and is located in the very back of the brain. Von der Heydt said the foreground- background "map" generated by V2 also provides the structure for conscious perception in humans.


"Because of their complexity, images of natural scenes generally have many possible interpretations, not just two, like in Escher's drawings," he said. "In most cases, they contain a variety of cues that could be used to identify fore- and background, but oftentimes, these cues contradict each other. The V2 mechanism combines these cues efficiently and provides us immediately with a rough sketch of the scene."


Von der Heydt called the mechanism "primitive" but generally reliable. It can also, he said, be overridden by decision of the conscious mind.


"Our experiments show that the brain can also command the V2 mechanism to interpret the image in another way," he said. "This explains why, in Escher's drawings, we can switch deliberately" to see either the white birds or the dark birds.


The mechanism revealed by this study is part of a system that enables us to search for objects in cluttered scenes, so we can attend to the object of our choice and even reach out and grasp it.


"We can do all of this without effort, thanks to a neural machine that generates visual object representations in the brain," von der Heydt said. "Better yet, we can access these representations in the way we need for each specific task. Unfortunately, how this machine' works is still a mystery to us. But discovering this mechanism that so efficiently links our attention to figure-ground organization is a step toward understanding this amazing machine."


Understanding how this brain function works is more than just interesting: It also could assist researchers in unraveling the causes of — and perhaps identifying treatment for — visual disorders such as dyslexia.

Other authors include Fangtu T. Qiu and Tadashi Sugihara, both of the Zanvyl Krieger Mind-Brain Institute. Funding for the research was provided by the National Institutes of Health.

Related Web sites:

http://www.mb.jhu.edu/vonderheydt.asp
http://neuroscience.jhu.edu/RudigervonderHeydt.php

PDF copies of the Nature Neuroscience article are available. Contact Lisa De Nike at Lde@jhu.edu or 443-287-9906. Also available are digital images of von der Hedyt.
MU study finds that sitting may increase risk of disease

MU professor offers solution: just stand up!

COLUMBIA, Mo. – Most people spend most of their day sitting with relatively idle muscles. Health professionals advise that at least 30 minutes of activity at least 5 days a week will counteract health concerns, such as cardiovascular disease, diabetes and obesity that may result from inactivity. Now, researchers at the University of Missouri-Columbia say a new model regarding physical activity recommendations is emerging. New research shows that what people do in the other 15 and a half hours of their waking day is just as important, or more so, than the time they spend actively exercising.


"Many activities like talking on the phone or watching a child’s ballgame can be done just as enjoyably upright, and you burn double the number of calories while you’re doing it,” said Marc Hamilton, an associate professor of biomedical sciences whose work was recently published in Diabetes. "We’re pretty stationary when we’re talking on the phone or sitting in a chair at a ballgame, but if you stand, you’re probably going to pace or move around.”


In a series of studies that will be presented at the Second International Congress on Physical Activity and Public Health in Amsterdam, Hamilton, Theodore Zderic, a post-doctoral researcher, and their research team studied the impact of inactivity among rats, pigs and humans. In humans, they studied the effects of sitting in office chairs, using computers, reading, talking on the phone and watching TV. They found evidence that sitting had negative effects on fat and cholesterol metabolism. The researchers also found that physical inactivity throughout the day stimulated disease-promoting processes, and that exercising, even for an hour a day, was not sufficient to reverse the effect.


There is a misconception that actively exercising is the only way to make a healthy difference in an otherwise sedentary lifestyle. However, Hamilton’s studies found that standing and other non-exercise activities burn many calories in most adults even if they do not exercise at all.


"The enzymes in blood vessels of muscles responsible for ‘fat burning’ are shut off within hours of not standing,” Hamilton said. "Standing and moving lightly will re-engage the enzymes, but since people are awake 16 hours a day, it stands to reason that when people sit much of that time they are losing the opportunity for optimal metabolism throughout the day.”


Hamilton hopes that creative strategies in homes, communities and workplaces can help solve the problem of inactivity. Some common non-exercise physical activities that people can do instead of sitting include performing household chores, shopping, typing while standing and even fidgeting while standing. Given the work of muscles necessary to hold the body’s weight upright, standing can double the metabolic rate. Hamilton believes that scientists and the public have underestimated common activities because they are intermittent and do not take as much effort as a heavy workout.


"To hold a body that weighs 170 pounds upright takes a fair amount of energy from muscles,” Hamilton said. "You can appreciate that our legs are big and strong because they must be used all the time. There is a large amount of energy associated with standing every day that can’t be easily compensated for by 30 to 60 minutes at the gym.”


Only 28 percent of Americans are getting the minimal amount of recommended exercise. Hamilton predicts that eventually there will be health campaigns with doctors advocating limiting sitting time, just like they ask people to limit sun and second hand smoke exposure.


"The purpose of medical research is to offer effective new strategies for people whom the existing therapies are not working,” Hamilton said. "Because our research reveals that too little exercise and excessive sitting do not change health by the same genes and biological mechanisms, it offers hope for people who either are not seeing results from exercise or can not exercise regularly. The lifestyle change we are studying is also unlike exercise because it does not require that people squeeze an extra hour into their days and/or get sweaty at the gym, but instead improving the quality of what they already are doing. One misrepresentation is that people tend to say 'I sit all the time, so your studies suggest that I can't even work,' but Ben Franklin and Thomas Jefferson showed us that you can be very productive and still do great work in an office with a 'standing' desk."
Sun may be smaller than thought
* 10:48 19 November 2007

* NewScientist.com news service

* David Shiga


The Sun may be smaller than we thought, a new study argues.


If correct, then other properties of the Sun such as its internal temperature and density may be slightly different than previously calculated. Understanding the Sun's interior is important as it might help scientists make predictions about space weather and answer questions about the solar system.


The Sun has no solid surface. Its atmosphere merely gets thinner and more transparent farther from its centre.


Instead the Sun's "surface" is defined to be the depth in the Sun's atmosphere where it becomes opaque to light. Scientists measure this by observing the Sun with telescopes and measuring the distance between the centre of the Sun's disc and its "edge" – the place where its brightness suddenly drops off. This gives a radius of 695,990 kilometres, or about 109 times the radius of Earth.


A second, completely different way to measure the Sun's size is by using surface gravity waves called f-modes that ripple across the surface of the Sun like water waves on the ocean. 
The Sun may be about 300 kilometres smaller than some previous measurements have suggested, if a new study is correct (Image: NASA)
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Multiple choice


Theory implies that these waves should appear only at the Sun's opaque surface, and observations of them can be used to measure the Sun's radius, since their wavelength is tied to their distance from the Sun's centre in a predictable way.


Scientists have been puzzled for years because these methods give two different answers. The wave method gives a radius of around 695,700 kilometres, about 300 kilometres smaller than the result from the light drop-off measurement.


Although the difference amounts to just 0.04%, it is large enough to matter when scientists try to gain insights on the Sun's interior by interpreting observations of sound waves – which ripple the Sun's surface in addition to the f-modes – using a technique called helioseismology.


Understanding the Sun through helioseismology is important as it can help scientists learn about the origins of the magnetic fields that produce sunspots, which in turn can help predict space weather.


Helioseismology has also helped scientists understand some of the mysteries of the solar system – for example, the technique was used to solve part of the solar neutrino problem. The technique ruled out changes in the Sun's interior as a cause of this mysterious disappearance of neutrinos flowing from the Sun to Earth.

Real difference


Now, new calculations of how light propagates in the Sun's atmosphere may have resolved the discrepancy in the Sun's radius in favour of the smaller measurement. The new calculations were carried out by a team led by Margit Haberreiter of the World Radiation Centre in Davos, Switzerland.


The team recalculated the precise spot where the light drop-off should occur, using software that simulates the propagation of light through the Sun's atmosphere developed by Haberreiter and her colleague Werner Schmutz, also at the WRC.


Their results suggest there should actually be a small difference between where the Sun's atmosphere becomes opaque and the point where observers see the light drop-off.


The light drop-off happens 333 kilometres higher up in the Sun's atmosphere than the location of the opaque surface where the f-modes occur, according to their calculations.


Theoretical models of the Sun that are based on the larger radius need to be corrected, the authors say. A more accurate radius could lead to a better understanding of the Sun's interior, says team member Alexander Kosovichev of Stanford University in California, US.

Incomplete knowledge


"It allows us to calculate more accurately the structure of the Sun and compare with the results of helioseismology, learning more about the constitution of the Sun," he told New Scientist.


He points out recent observations that suggest the Sun contains only half as much oxygen as previously believed, which appears to conflict with the results of sound wave studies. "Something is still missing in our understanding of the solar interior," he says.


Sarbani Basu of Yale University in New Haven, Connecticut, US, who was not involved in the research, says it is an open question whether the new radius Haberreiter's team propose is the right one. But she agrees that pinpointing the Sun's radius more exactly would help make more reliable calculations of conditions in the Sun's interior.


"For the Sun, all our measurements are so precise, even if it's a few hundred kilometres difference … [it] is a big deal," she told New Scientist.  Journal reference: arXiv:0711.2392
Student Facebook use predicted by race, ethnicity, education

Study of social network sites shows differences among users and non-users


New research from Northwestern University finds that college students’ choice of social networking sites -- including Facebook, MySpace and Xanga -- is related to their race, ethnicity and parents’ education.


The findings challenge discourse about the democratic nature of online interaction and fly in the face of conventional wisdom suggesting that all college students communicate via Facebook, the popular social networking site (SNS) launched in 2004 by a Harvard undergraduate.


"That race, ethnicity and the education level of one’s parents can predict which social network sites a student selects suggests there’s less intermingling of users from varying backgrounds on these sites than previously believed,” says Eszter Hargittai, author of "Whose Space" Differences Among Users and Non-Users of Social Network Sites.”


That study, now in the Journal of Computer-Mediated Communication, finds that Facebook is the social networking site of choice for white students, that Hispanic students prefer MySpace and that Asian and Asian-American students are least likely to use MySpace.


While prodigious users of Facebook, Asian and Asian-American students were found to use the less popular social network sites Xanga and Friendster more than students from other ethnic groups. It found no statistically significant SNS choices for black students.


The study did find statistical relevance between parental schooling and SNS preference. "There seems to be a positive relationship between years of parental schooling and Facebook and Xanga use, and a negative one between years of parental education and MySpace use,” says Hargittai, assistant professor of communication studies and sociology at Northwestern University and faculty associate at the Institute for Policy Research.


Students whose parents have a college degree are significantly more likely to use Facebook than those whose parents have some college experience but no degree. MySpace users, on the other hand, are more likely to have parents with less than a high school education than those whose parents had some college experience.
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Hargittai surveyed 1,060 freshmen from the University of Illinois, Chicago (UIC). In 2006, U.S. News & World Report ranked UIC among the nation’s top 10 universities in regard to student ethnic diversity.


She also compared SNS usage by students living with their parents to that of students living on campus, with friends or on their own. Paradoxically, those living with their parents -- the students who might be expected to benefit most from the online social opportunities that SNSs offer -- were considerably less likely to use Facebook than their more socially connected peers.


That finding is inconsistent with ideas about the Web’s potential to improve people’s lives by sidestepping physical constraints. "In this case, it is the already constrained students who miss out on the Web's potential benefit,” Hargittai said.


What’s more, it suggests that social networking sites actually may contribute to a two-tier social system if, as the study suggests, people who already are interacting less with others on campus are also doing less interacting online.


"In a two-tier system, some college students cultivate lots of networks and social capital while others benefit considerably less from this important part of the college experience,” she said.


"Everyone points to that wonderful New Yorker cartoon of the dog at the computer telling a canine friend by his side that ‘on the Internet nobody knows you're a dog,’” said Hargittai. "In reality, however, it appears that online actions and interactions should not be viewed as independent of one’s offline identity.”


Consistent with other research, the study found women, regardless of race and ethnicity, are more likely to engage in person-to-person online communication than men.


The 2007 survey found Facebook the most popular SNS, with four of five students using it, and three of four reporting frequent use. Only one in 1,060 students claimed not to have heard of any of the six social network sites included in the study. 


MySpace was used by 54 percent of students, with slightly less than 40 percent reporting frequent use. Ranked by popularity, Xanga, Friendster Orkut and Bebo each was used by less than one of 10 students.
Rogue bacteria involved in both heart disease and infertility

Researcher uncovers how chlamydia sabotages human immunity


Outside the laboratory, Anthony Azenabor is outgoing and talkative, an extrovert who laughs heartily at his own jokes.


But engrossed in his research, Azenabor is a shrewd and serious investigator who coaxes rogue bacteria to give up deadly secrets of how they cause several human illnesses.


Educated in Nigeria and Great Britain, Azenabor landed a fellowship sponsored by the World Health Organization soon after completing his doctorate on the bacteria Chlamydia. He was one of only two chosen worldwide.


Now an associate professor of health sciences at UW-Milwaukee, he has identified how two different kinds of Chlamydia can cause both coronary artery disease and miscarriages.


Solving one mystery gave him clues that he needed to figure out the other.


By focusing on the immune system mechanisms in Chlamydia infections, Azenabor has identified an important link in seemingly unrelated health problems.


The result could be new treatments and prevention strategies for both heart disease and infertility.
The first mystery


Chlamydia pneumoniae is a microbe that normally causes pneumonia and bronchitis, but it has long been associated with atherosclerosis, a cardiovascular disease also called "hardening of the arteries.”


"It was a frightening prospect,” says Azenabor, "that atherosclerosis could come from a bacterial infection.” He decided to look for an explanation.


Chlamydiae are unusual, says the Nigerian-born scientist, because, unlike most other bacteria, they use the same form of cholesterol for metabolism that human cells use. Chlamydiae also are intracellular pathogens, meaning that they can only grow and reproduce inside of another cell.


But these bacteria have another peculiar ability.


Normally, when a pathogen invades human tissue, the immune response unleashes "killer cells” called macrophages, which stretch to engulf the attacker and destroy it with toxin-producing enzymes.


Chlamydiae fight back, says Azenabor, His work shows that, as they are ingested, these two species of Chlamydia can manipulate the functions of protective cells like macrophages in creative ways.

Cholesterol connection


One of the keys lies in the macrophages’ cell walls, which store cholesterol and usually tightly control it.


But when it’s infected with C. pneumoniae, the microbe traffics cholesterol from the macrophage cell membrane to its own, causing a change in the macrophage that makes it rigid and unable to move.


The bacterium also disturbs the macrophage’s production of toxins in a process that transforms them into "signaling molecules,” which support functions that keep the bacterium alive.


"C. pneumoniae really wants to hijack the cell functions for its own use, like a parasite would,” he says. "The macrophage, though, wants to kill Chlamydia, but its killing ability has been converted to signaling.”


This is the reason the infection becomes chronic, Azenabor says. "Because of signaling, everything else in the human cell is still fine except for the altered toxins, so the bacteria can reproduce in a short time.”


As the macrophages become immobile, they accumulate in the blood vessel walls, setting the stage for atherosclerosis.

Infection and pregnancy


Armed with new information about how C. pneumoniae sabotages the immune response, Azenabor, who had also been studying the effects of estrogen on macrophages, turned his attention to another Chlamydia-related puzzle.


How is Chlamydia trachomatis, the species that causes a sexually transmitted disease, involved in the occurrence of spontaneous abortions or miscarriages?


He was immediately drawn to the protective cells in the placenta during early pregnancy – the trophoblasts.


"It’s not for nothing that trophoblasts are the early cells,” says Azenabor. "They prevent any kind of infection that could threaten the fertilized egg. They produce toxic chemicals similar to those of macrophages.”


Trophoblasts act like macrophages in many ways, and their functions are mediated by the hormones estrogen and progesterone. And cholesterol is the molecule used to produce those hormones.


Azenabor’s research shows that, like its cousin, C. trachomatis does take cholesterol from the trophoblast, and it also reproduces once inside the cell.


"It’s the same old story,” says Azenabor. "Only this time the attacked cell is a trophoblast instead of a macrophage, and the depleted cholesterol hinders production of estrogen and progesterone instead of altering toxin production.”


Azenabor’s lab members are continuing their inquiry, and they then will need to test the theories with live animals.


But the scientist is optimistic. Already he has a patented process for blocking the effects of calcium signaling for C. pneumoniae.


"If we can prevent C. trachomatis from becoming chronic, we could apply this remedy to pregnancy,” he says.


While conducting postdoctoral work at McMaster University in Ontario, he won the Canadian Distinguished Scientist Award in 1998, and moved to the University of Waterloo.


Azenabor joined the UWM faculty in 2001, after working as a scientist in a Chlamydia lab at UW–Madison. He jumped at the chance to start his own lab at UWM. Since arriving here he has won several honors, including the Shaw Distinguished Scientist Award from the James D. and Dorothy Shaw Fund in the Greater Milwaukee Foundation.


Although he didn’t plan on working with Chlamydia for this long, he is now a leading researcher in the field. One attraction, he says, is the work is unpredictable.


"When you begin,” he says, "you never know where you are going to go.”
Simple recipe turns human skin cells into embryonic stem cell-like cells


A simple recipe—including just four ingredients—can transform adult human skin cells into cells that resemble embryonic stem cells, researchers report in an immediate early publication of the journal Cell, a publication of Cell Press. The converted cells have many of the physical, growth and genetic features typically found in embryonic stem cells and can differentiate to produce other tissue types, including neurons and heart tissue, according to the researchers.


They added, however, that a comprehensive screen of the activity of more than 30,000 genes showed that the so-called "induced pluripotent stem (iPS) cells” are similar, not identical, to embryonic stem cells. "Pluripotent" refers to the ability to differentiate into most other cell types.


The chemical cocktail used in the new study is identical to one the team showed could produce iPS cells from adult mouse cells in another Cell report last year. That came as a surprise, said Shinya Yamanaka of Kyoto University in Japan, because human embryonic stem cells differ from those in mice. Those differences had led them to suspect "that some other factors might be required to generate human iPS cells,” he said.


The findings are an important step forward in the quest for embryonic stem cell-like cells that might sidestep the ethical stumbling blocks of stem cells obtained from human embryos. He emphasized, however, that it would be "premature to conclude that iPS cells can replace embryonic stem cells.”


Embryonic stem cells, derived from the inner cell mass of mammalian blastocysts--balls of cells that develop after fertilization and go on to form a developing embryo--have the ability to grow indefinitely while maintaining pluripotency, the researchers explained. Those properties have led to expectations that human embryonic stem cells might have many scientific and clinical applications, most notably the potential to treat patients with various diseases and injuries, such as juvenile diabetes and spinal cord injury.


The use of human embryos, however, faces ethical controversies that hinder the applications of human embryonic stem cells, they continued. In addition, it is difficult to generate patient or disease-specific embryonic stem cells, which are required for their effective application. One way to circumvent these issues is to induce pluripotent status in other cells of the body by direct reprogramming, Yamanaka said.


Last year, his team found that four factors, known as Oct3/4, Sox2, c-Myc, and Klf4, could lend differentiated fibroblast cells taken from embryonic or adult mice the pluripotency normally reserved for embryonic stem cells. Fibroblasts make up structural fibers found in connective tissue. Those four factors are "transcripton factors,” meaning that they control the activity of other genes. They were also known to play a role in early embryos and embryonic stem cell identity.


The researchers have now shown that the same four factors can generate iPS cells from fibroblasts taken from human skin. "From about 50,000 transfected human cells, we obtained approximately 10 iPS cell clones,” Yamanaka said. "This efficiency may sound very low, but it means that from one experiment, with a single ten centimeter dish, you can get multiple iPS cell lines.”


The iPS cells were indistinguishable from embryonic stem cells in terms of their appearance and behavior in cell culture, they found. They also express genetic markers that are used by scientists to identify embryonic stem cells. Human embryonic stem cells and iPS cells display similar patterns of global gene activity.


They showed that the converted human cells could differentiate to form three "germ layers” in cell culture. Those primary germ layers in embryos eventually give rise to all the body’s tissues and organs. They further showed that the human iPS cells could give rise to neurons using a method earlier demonstrated for human embryonic stem cells. The iPS cells could also be made to produce cardiac muscle cells, they found. Indeed, after 12 days of differentiation, clumps of cells in the laboratory dishes started beating.


The human iPS cells injected under the skin of mice produced tumors after nine weeks. Those tumors contained various tissues including gut-like epithelial tissue, striated muscle, cartilage and neural tissue. They finally showed that iPS cells can also be generated in the same way from other human cells.


"We should now be able to generate patient- and disease-specific iPS cells, and then make various cells, such as cardiac cells, liver cells and neural cells,” Yamanaka said. "These cells should be extremely useful in understanding disease mechanisms and screening effective and safe drugs. If we can overcome safety issues, we may be able to use human iPS cells in cell transplantation therapies.”

------------------

The researchers include Kazutoshi Takahashi, Kyoto University, in Kyoto, Japan; Koji Tanabe, of Kyoto University, in Kyoto, Japan; Mari Ohnuki, of Kyoto University, in Kyoto, Japan; Megumi Narita, of Kyoto University, in Kyoto, Japan, and the Japan Science and Technology Agency, in Kawaguchi, Japan; Tomoko Ichisaka, of Kyoto University, in Kyoto, Japan, and the Japan Science and Technology Agency, in Kawaguchi, Japan; Kiichiro Tomoda, of the Gladstone Institute of Cardiovascular Disease, San Francisco, CA, USA; and Shinya Yamanaka, of Kyoto University, in Kyoto, Japan, the Japan Science and Technology Agency, in Kawaguchi, Japan; and the Gladstone Institute of Cardiovascular Disease, in San Francisco, CA, USA
Use of pedometer associated with increased physical activity, decreased blood pressure and weight


A review of previous studies indicates that use of a pedometer, especially with a daily step goal, is associated with significant increases in physical activity (additional walking of about a mile a day) and decreases in body mass index and blood pressure, according to an article in the November 21 issue of JAMA.


More than half of all adults in the United States do not get adequate physical activity and approximately one-quarter do not get any leisure time physical activity, according to background information in the article. "The costs associated with physical inactivity are high. For example, if 10 percent of adults in the United States began a regular walking program, an estimated $5.6 billion in heart disease costs could be saved,” the authors write. Pedometers are small, relatively inexpensive devices worn at the hip to count the number of steps walked per day. Although there is not detailed evidence of their effectiveness, they have recently experienced a surge in popularity as a tool for motivating and monitoring physical activity.


Dena M. Bravata, M.D., M.S., of Stanford University, Calif., and colleagues evaluated the association between pedometer use and physical activity and health outcomes among adults. The authors searched databases for studies and articles on this topic, and identified 26 studies with a total of 2,767 participants that met inclusion criteria (eight randomized controlled trials [RCTs] and 18 observational studies). The participants’ average age was 49 years and 85 percent were women. The average intervention duration was 18 weeks.


In the RCTs, pedometer users significantly increased their physical activity by 2,491 steps per day more than control participants. Among the observational studies, pedometer users significantly increased their physical activity by 2,183 steps per day over baseline (2,000 steps is about one mile). Overall, pedometer users increased their physical activity by 26.9 percent over baseline. Among the intervention characteristics, having a step goal was the key predictor of increased physical activity. The three studies that did not include a step goal had no significant improvement in physical activity with pedometer use in contrast to increases of more than 2,000 steps per day with the use of a 10,000-step-per-day goal or other goal.


Intervention participants significantly decreased their body mass index by 0.38 from baseline. This reduction was associated with older age and having a step goal. Participants also significantly decreased their systolic blood pressure by 3.8 mm Hg, which was associated with greater systolic blood pressure at baseline and change in steps per day. 


"Our results suggest that the use of these small, relatively inexpensive devices is associated with significant increases in physical activity and improvements in some key health outcomes, at least in the short term. The extent to which these results are durable over the long term is unknown,” the researchers write.
Giant claw points to monster sea scorpion
* 00:01 21 November 2007

* NewScientist.com news service

* Roxanne Khamsi

The fossilised remains of a giant claw that once belonged to a sea scorpion roughly 2.5 metres long have been found in Germany.


Researchers say the monstrous creature is the largest arthropod ever known – over 30 centimetres bigger than the previous largest specimen of the same species.


Simon Braddy at the University of Bristol, UK, and colleagues examined the 46-centimetre-long claw, found in a quarry in western Germany, and believe it belonged to a sea scorpion species called Jaekelopterus rhenaniae that roamed the ocean floors some 390 million years ago.


Some palaeontologists believe that J. rhenaniae used its claws to reach out and grab passing animals, such as fish, to eat. "They were the top predators at the time," says Paul Selden at the University of Kansas in Lawrence, Kansas, US.
The claw belonged to a specimen of Jaekelopterus rhenaniae roughly 2.5 metres long according to estimates (Image: Braddy et al. Biology Letters)
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Sturdy claws


The claws of these creatures remain long after the rest of their body has disintegrated. "The body segments are quite flimsy," Braddy explains, but "the claws are sturdy, so they preserve better in the fossil record." As a result, his team had to extrapolate the size of the sea scorpion that once owned the massive claw.


Experts typically extrapolate the size of sea scorpions based on measurements of the claw and body size of the few specimens that have survived intact. But Braddy suspects that this simple method might lead to an overestimate of body size.


According to such calculations, the claw his group found would have belonged to a sea scorpion measuring 2.6 metres long. Braddy prefers a more conservative estimate of just under 2.5 metres.

Size mystery


J. rhenaniae belongs to a category of animals known as arthropods, distinguished by traits such as a segmented body and an exoskeleton, which includes modern species such as spiders and horseshoe crabs.


Although long extinct, some palaeontologists believe J. rhenaniae gave rise to modern-day land scorpions. Others believe that it represents an evolutionary dead end.
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Why the creature reached such huge proportions remains something of a mystery, however.


Elevated levels of oxygen in the atmosphere may have allowed some prehistoric animals to grow very large, but Braddy points out that oxygen levels during the period in question were not elevated much beyond current levels. A much more likely explanation, he says, is that the sea scorpions needed a competitive advantage over other animals, including other related arthropods.
The sturdy giant claw is all that remains of the creature whose softer body parts did not survive the fossilisation process (Image: Braddy et al. Biology Letters)
Journal reference: Biology Letters (DOI: 10.1098/rsbl.2007.0491)
Carnivorous plants use pitchers of 'slimy saliva' to catch their prey


Carnivorous plants supplement the meager diet available from the nutrient-poor soils in which they grow by trapping and digesting insects and other small arthropods. Pitcher plants of the genus Nepenthes were thought to capture their prey with a simple passive trap but in a paper in this week’s PLoS ONE, Laurence Gaume and Yoel Forterre, a biologist and a physicist from the CNRS, working respectively in the University of Montpellier and the University of Marseille, France show that they employ slimy secretions to doom their victims. They show that the fluid contained inside the plants’ pitchers has the perfect viscoelastic properties to prevent the escape of any small creatures that come into contact with it even when diluted by the heavy rainfall of the forest of Borneo in which they live.


Since Charles Darwin’s time, the mechanism of insect-trapping by Nepenthes pitcher plants from the Asian tropics has intrigued scientists but is still incompletely understood. The slippery inner surfaces of their pitchers have – until now – been considered the key trapping devices, while it was assumed that the fluid secretions were only concerned with digestion. Gaume and Forterre were able to combine their separate expertise in biology and physics to show that the digestive fluid of Nepenthes rafflesiana actually plays a crucial role in prey capture.


The pair took high-speed videos of flies and ants attempting to move through plants’ fluid. Flies quickly became completely coated in the fluid and unable to move even when diluted more than 90% with water. Physical measurements on the fluid showed that this was because this complex fluid generates viscoelastic filaments with high retentive forces that give no chance of escape to any insect that has fallen into it and that is struggling in it. That the viscoelastic properties of the fluid remain strong even when highly diluted is of great adaptive significance for these tropical plants which are often subjected to heavy rainfalls.


For insects, this fluid acts like quicksand: the quicker they move, the more trapped they become. Its constituency is closely akin to mucus or saliva, which, in some reptiles and amphibians, serves a very similar purpose. The exact makeup of this fluid, apparently unique in the plant kingdom, remains to be determined; however, it may point the way to novel, environmentally friendly approaches to pest control.
Recently discovered virus associated with pediatric respiratory tract infection in Germany

November 20, 2007—Using a rapid, sensitive, and inexpensive diagnostic tool called MassTag PCR, scientists at Columbia University Mailman School of Public Health’s Center for Infection and Immunity implicated a new human rhinovirus as the cause of severe pediatric respiratory tract infections in Europe. Their findings are published in the December 15 issue of the Journal of Infectious Diseases (currently available online).


The research team used MassTag PCR to investigate 97 samples, collected over a three-year period, from children with hospital-admitted, acute respiratory illness wherein no pathogen was identified through routine laboratory testing. Human rhinoviruses were the most frequent viruses detected in the sample set representing 75% of the identified viruses.


Human rhinoviruses are frequent causes of respiratory illness worldwide. Although they are most commonly associated with self-limited upper respiratory tract disease, lower respiratory tract infections related to HRV are being increasingly reported in infants, elderly persons, and immunocompromised patients. HRVs are also implicated in exacerbations of asthma, chronic bronchitis, and acute bronchiolitis.


“Acute respiratory infection is a significant cause of morbidity and mortality in children worldwide. Accurate identification of causative agents is critical to case management and to prioritization in vaccine development,” stated W. Ian Lipkin, MD, professor of Epidemiology, Neurology, and Pathology at Columbia University, director of the Center for Infection and Immunity at the Mailman School of Public Health, and senior author of the paper.


In up to 50% of cases of severe respiratory disease, a causative agent is not identified, despite the application of PCR assays as well as classical diagnostic methods including culture, antigen tests, and serology. Broad-range molecular systems pioneered by this team including MassTag PCR, GreeneChips and high throughput metagenomic sequencing, enable pathogen discovery, surveillance and medical diagnostics. Recent application of these technologies led to diagnosis of viral hemorrhagic fevers in Africa, a new virus causing transplant deaths, and detection of Israel Acute Paralysis Virus in honey bees with Colony Collapse Disorder.


To detect pathogens, MassTag PCR uses small molecular tags to detect up to 30 different pathogens simultaneously in one test. Genetic material from a throat swab or other sample is extracted and then mixed with PCR primers—short pieces of DNA that recognize specific nucleic acid sequences within the genomes of the target viruses or bacteria. If a throat swab contains pathogens with nucleic acid sequences that match those of the primers, then the primers will copy the target DNA several million times. Likewise the molecular tags, different in mass for each of the primers, are also amplified making them easily detectable by mass spectrometry, a technology that identifies molecules based on their masses.


“The results of the study confirm our earlier findings in New York, namely, that these viruses represent a clinically significant but previously unappreciated species within the entero-/rhinoviruses, one of the longest known and most intensely studied virus groups,” stated Thomas Briese, PhD, associate professor of clinical Epidemiology, who coordinated the study. “We urgently need drugs and vaccines to address the challenges they pose to child health.”


In an editorial commentary in the December 15 issue of the Journal of Infectious Diseases, Anne Moscona, MD, departments of Pediatrics and of Microbiology and Immunology, Weill Medical College of Cornell University, states that the work of Dr. Lipkin’s team with MassTag PCR, “provides a paradigm for new detection strategies for early recognition and containment of a wide range of respiratory pathogens.”
Well

Ate Too Much? Tight Pants May Be the Smallest Worry

By TARA PARKER-POPE


This week marks the beginning of the gluttony season, the time when even the most health-conscious diner succumbs to the temptations of the holiday buffet.


But is pigging out during the holidays a harmless indulgence or a real health worry? Indigestion, flatulence and the need to unbutton tight pants are the most common symptoms triggered by the Thanksgiving Day binge. But vast helpings of turkey, stuffing and candied sweet potatoes can take a more serious toll. Big meals can raise the risk for heart attack, gallbladder pain and dangerous drowsiness on the drive home.


Every bite of food, whether it’s part of a huge Thanksgiving meal or a weekday lunch, travels on its own fantastic journey through the body, touching off a simultaneous release of hormones, chemicals and digestive fluids. The average meal takes 1 to 3 hours to leave the stomach. But a large meal can take 8 to 12 hours, depending on the quantity and fat content.

The average American consumes about 4,500 calories and 229 grams of fat throughout Thanksgiving Day, according to the Calorie Control Council, which represents makers of low-calorie foods. "It’s like a tsunami of fat coming into the body,” said Dr. Pamela Peeke, assistant clinical professor at the University of Maryland School of Medicine.

Average stomach capacity is about 8 cups, although it can range from 4 to 12, said Dr. Edward Saltzman, an assistant professor of medicine at Tufts University. A stretched stomach prompts the release of chemicals that tell the brain it’s full. But some holiday diners, faced with a sumptuous buffet of mashed potatoes and gravy, green bean casserole and pumpkin pie, keep eating.


Experts say the ability to ignore satiety signals is an evolutionary adaptation that helped build fat stores during times of plenty. Even so, the body eventually puts a stop to the binge. After about 1,500 calories in one sitting, the gut releases a hormone that causes nausea, says Susan B. Roberts, director of the energy metabolism laboratory at Tufts.
Daniel Horowitz
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Although your stomach may feel as if it will burst, gastric rupture is extremely rare, notes Dr. William Goldberg, a New York emergency room physician whose book "Why Do Men Have Nipples?” explores the issue. The problem is usually limited to people with major eating disorders; in a study of people who had died with Prader-Willi syndrome, which causes excessive overeating, about 3 percent of the deaths were due to stomach rupture, said Dr. David Stevenson, an assistant professor at the University of Utah.


But while your stomach won’t burst after a big Thanksgiving meal, overeating will make your body work harder. The extra digestive workload demanded by a food binge requires the heart to pump more blood to the stomach and intestines. Heavy consumption of fatty foods can also lead to changes that cause blood to clot more easily, said Dr. Francisco Lopez-Jimenez, a researcher at the Mayo Clinic College of Medicine.


As a result, heart attack risk appears to surge. Dr. Lopez-Jimenez led one study of 2,000 people that showed a fourfold increase in heart attack risk in the two hours after eating a big meal. Israeli researchers reported a sevenfold risk. "Someone who eats three times the normal calories of a regular meal will have an extra workload for the stomach and intestines and therefore the heart,” Dr. Lopez-Jimenez said.


Dr. Goldberg says the digestive workout may also explain the "food coma” many people experience after a big meal. Although popular wisdom holds that Thanksgiving drowsiness is caused by tryptophan, an amino acid found in turkey, Dr. Goldberg notes that the amount isn’t significant enough to affect most people.


For most people, food fatigue just brings on the need for a nap, but for travelers it is also a safety risk. "A lot of families as soon as they are done eating say, ‘Let’s get back on the road,’” said Dr. Carol Ash, the medical director of Sleep for Life, a sleep disorders program in Hillsborough, N.J. Dr. Ash notes that food fatigue, along with holiday alcohol consumption, the monotony of driving and a natural circadian dip late in the day all make for a lethal combination behind the wheel.


As the stomach releases food into the intestines, the gallbladder begins to squeeze out bile to help with fat digestion. Like the rest of the body, it has to work harder after a big meal — a frequent cause of gallstone attacks, which occur when clusters of solid material get stuck in the narrow duct that connects the organ to the intestine. These attacks are seldom fatal, but the pain mimics a heart attack and can be excruciating. Many people don’t know they have gallstones until an attack occurs.


Large meals increase the risk for flatulence, because bits of undigested food slip into the colon and begin to ferment. And people with existing health problems that require special diets have to be careful about their intake of salt, fat and calories at Thanksgiving.


Simple strategies can help minimize the gluttony. Keep the serving dishes in the kitchen, so you won’t take extra helpings mindlessly. Use smaller serving spoons and plates. In one study, Brian Wansink, a researcher at Cornell University, found that the bigger the bowl and serving spoon, the more ice cream people tended to eat.


Stick to foods that require utensils — we eat finger foods faster than those that require a fork.


Finally, contribute to the dinnertime conversation. The more you talk, the less you’ll eat.
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Japan Hunts the Humpback. Now Comes the Backlash.

By ANDREW C. REVKIN


THE ritual has been the same for nearly 20 years. Japan, while adhering to a 1986 moratorium on commercial whaling, has sent sturdy ships to Antarctic waters and, more recently, parts of the Pacific Ocean to kill hundreds of whales in the name of scientific research.


Vessels from the groups Sea Shepherd and Greenpeace tail and harass the whaling fleet, while strong protests are lodged by environmental groups, many marine biologists, and officials from the United States, Australia and other countries. But this year those complaints have intensified, largely because Japan has added a new animal to its planned harvest of more than 1,400 whales from seven species — the humpback, Megaptera novaeangliae.


Japan hopes to kill 50 of these endangered whales, which have long held a place in the public’s imagination with their other-worldly songs, habit of rocketing their 30-plus tons out of the sea and migrations of up to 10,000 miles a year. Melville once described the humpback as “the most gamesome and lighthearted of all the whales.”


Whaling nearly wiped it out, reducing the humpback’s numbers to perhaps a 1,000 by the mid-1960s. Today, estimates put the total at roughly 30,000. They are considered at high risk of extinction by the World Conservation Union.


“Humpbacks are some of the most wonderful and mysterious creatures in the ocean, with the longest vocalization produced by any animal, including humans, with their bouts of song that last up to 23 hours,” said David Rothenberg, a professor of philosophy and music at the New Jersey Institute of Technology and author of a forthcoming book on whale songs and science.


“We still do not know why they need to sing so extensively, and we ought to leave these whales alone for enough years to find out,” he said.


Once a top target of whalers because they swim close to shore, the humpback is now the centerpiece of another enterprise, whale watching, which by some measures is a billion-dollar-a-year business, making it larger in inflation-adjusted dollars than commercial whaling was even at its peak.


There is some thought among foes of whaling that Japan picked this marquee species intentionally to test the resolve of anti-whaling nations and groups.


“If there’s no reaction to this, my suspicion is they’ll expand the hunt quickly,” said Roger Payne, one of the biologists who first documented the low, resonant, ocean-spanning song of the species, and who is president of a whale conservation group, Ocean Alliance.


The director general of Japan’s Institute for Cetacean Research, Minoru Morimoto, has defended the program, saying, “Japan’s research is a long-term scientific program that is obtaining biological and ecosystem information required for proper management.”


(There is no ban or limit on such harvests, even though most of the meat is sold commercially in Japan.)


The Japan Whaling Association, a private group representing the whaling operations, has described complaints as cultural imperialism on its Web site, whaling.jp:


“Asking Japan to abandon this part of its culture,” the association says, “would compare to Australians being asked to stop eating meat pies, Americans being asked to stop eating hamburgers and the English being asked to go without fish and chips.”
Don't judge a brook by its color -- brown waters are more natural


Over the last 20 years lakes and streams in remote parts of the UK, southern Scandinavia and eastern North America have been increasingly stained brown by dissolved organic matter. In this week’s Nature journal (22 November) an international team, led by researchers from UCL (University College London) and the US Environmental Protection Agency (EPA), demonstrates that the colour change is indicative of a return to a more natural, pre-industrial state following a decline in the level of acid rain.


Don Monteith, Senior Research Fellow at the UCL Environmental Change Research Centre, says: “A huge amount of carbon is stored in the form of organic deposits in soils, and particularly in the peatlands that surround many of our remote surface waters. In the past two decades an increasing amount of this carbon has been dissolving into our rivers and lakes, turning the water brown.


“There have been numerous attempts to explain what’s happening, with everything from global warming to changing land-use cited as the cause. Some studies have suggested that we’re seeing an unprecedented phenomenon as soils destabilise with unpredictable consequences for the global carbon cycle.”


John Stoddard of the EPA says: “By analysing water chemistry records from over 500 sites across the northern hemisphere we’ve found that the dominant factor in the whole process is not global warming. The most important driver has actually been the major reduction in acid rain since the 1970s. As acidity and pollutant concentrations in the soil fall, carbon becomes more soluble, which means more of it moves into our lakes and rivers and more can be exported to the oceans.


“In some ways we’re seeing waters returning to their natural, pre-industrial state. However, more research is needed into the implications for freshwaters. The environmental pathways of heavy metals like aluminium and mercury, for example, are closely tied to dissolved organic carbon, and it’s too early to know how increasing organic matter will affect these toxic compounds.


Chris Evans, from the UK Centre for Ecology and Hydrology, adds: “The suggestion that waters are returning to more natural conditions may be of little consolation to water supply companies as they are faced with the increasingly difficult - and expensive – task of removing the colour from drinking water using treatment facilities that were designed to deal with the lower concentrations experienced in previous years.”


Data for this study was drawn from nationally funded monitoring programs in the UK, USA, Canada, Norway, Sweden and Finland. Trends in dissolved organic carbon, air temperatures and a suite of other chemical variables were assessed using data from 1990-2004. The study is the largest of its kind and the data represents the main source of high quality, long-term information about the condition of our headwater systems. Ironically many of the study sites, including those in the UK, are under threat of imminent closure or scaling back due to cuts in government funding. This comes despite increasing recognition of the urgent need to monitor the response of natural environments to climate change and other man-made pressures, and the obvious value of these records for increasing our understanding of environmental processes.
Lung transplants bring more harm than good to children with cystic fibrosis

Utah researchers say it's time to reassess how young patients are chosen to get new lungs

SALT LAKE CITY – Lung transplantation, the therapy almost every cystic fibrosis patient (CF) considers at some point to prolong survival, rarely helps children with the disease live longer and, in fact, often increases their risk of dying, University of Utah researchers conclude in the most extensive study of the issue to date.


The findings argue strongly for a comprehensive look at determining which children with CF are the best candidates for lung transplants, said Theodore G. Liou, M.D., the study’s principal investigator and associate professor of internal medicine at the University of Utah School of Medicine.


Published in the Nov. 22 issue of The New England Journal of Medicine, the study analyzed the largest data set ever constructed of children with CF—514 patients, 18 and younger, on the U.S. lung transplantation list from 1992-2002. Of the 248 children who actually received new lungs in that 11-year period, only one patient showed a clear benefit from transplantation, while 162 (nearly two-thirds), were at a higher risk of dying after the procedure—up to sevenfold in some cases. The researchers were unable to determine the harm or benefit of transplantation in the remaining 85 children who received new lungs.


“The implication is that most children with CF are going to be harmed by lung transplantation,” said Liou, also with the University’s Intermountain Cystic Fibrosis Center. “We shouldn’t expect lung transplantation to prolong their lives.”


The study underscores the need for CF patients to follow a consistent regimen of conventional therapy and medical care to maximize their survival, according to Liou and co-authors Frederick R. Adler, Ph.D., professor of biology and mathematics, Barbara C. Cahill, M.D., associate professor of internal medicine and medical director of University Health Care’s Lung Transplant Program (both from the University of Utah); and Sir David R. Cox, Ph.D., who in the 1970s developed proportional hazards modeling, a statistical technique that revolutionized the study of survival expectations related to events such as organ transplants. Cox, professor of statistics at the Oxford University, United Kingdom, aided the U of U investigators in using the proportional hazards model for their study.


Cystic fibrosis is a hereditary disease that attacks multiple systems in the body, most dramatically affecting the lungs and gastrointestinal tract. CF causes excess sticky mucus in the lungs, turning them into a breeding ground for bacteria. People with the disease often have a cough that produces phlegm and experience shortness of breath. Difficulty digesting food often leads to malnutrition. Although treatments can slow the disease, there is no cure yet. The median age at death for people with CF is 25 today, compared with median survival of less than one year a few decades ago. Advances in therapy now allow some CF patients to live into their 40s, 50s, and beyond.

Three Primary Factors


In using the proportional hazards model to estimate the risk of death in children who undergo transplantation, the researchers looked at 26 statistical variables that potentially could predict health hazards related to the procedure. The researchers eventually identified three primary factors affecting post-transplantation survival: age at transplantation—the older a child gets, the more likely the procedure will cause harm; the presence of S. aureus staph infection—children with the bacteria at or after transplantation faced a significantly higher risk of death; and whether a patient had diabetes before transplantation (recipients who had the disease before transplantation fared better than those who didn’t) A fourth factor, infection with B. cepacia—bacteria that cause pneumonia in CF patients—produced equally deleterious consequences whether or not a patient received new lungs.


Although the reason is not clear, the risk of death after lung transplantation increases steadily as children with CF get older, and is influenced markedly by whether a recipient was infected with S. aureus before or at the time of the transplantation. By age 17, children with S. Aureus had almost a sevenfold increased chance of dying after transplantation. The reason possibly stems from the compromised immune systems of transplant patients, making them more susceptible to harm from the bacteria, according to Liou.


Although it hurt survival rates after transplantation, S. Aureus infection actually helped increase survival in children before the procedure. That’s most likely explained by competition between S. aureus and Pseudomonas aeruginosa, a harmful organism that lodges in the airways of CF patients. This competition may help mitigate some of the damage from Pseudomonas aeruginosa.


“S. aureus is good before a transplant,” Liou said. “Afterward, it becomes a killer.”


But even lung recipients who didn’t have S. aureus were more likely to die as they got older: Recipients with neither the staph infection nor diabetes had a threefold greater risk of dying by age 18.


After 18, however, age seems to have little bearing on survival, but the reason why is also unknown, according to Adler. “Something fundamental seems to change as they reach adulthood,” he said. “But we don’t know what that is. We hope further studies on adults with CF will help us understand the reason.”


Diabetes didn’t harm a child’s chances of survival after receiving new lungs—as long as the patient already had the disease at the time of transplantation. Diabetes develops in most patients who receive new lungs, according to Liou, and the physical toll the disease takes may account for a large proportion of the harm to patients after transplantation. Children who have diabetes when they’re transplanted have, in effect, already paid the physical costs of the disease before receiving new lungs and don’t bear that added burden on their chances of survival.

Identify Children Likely to Benefit


Although lung transplants, as currently allocated, don’t help most children with CF, it doesn’t mean transplantation can’t benefit children, Liou and Adler say. But to make the most efficient use of lungs available, it’s critical to develop a way to identify the sickest children who would benefit from transplants.


Another key aspect of transplantation, its effect on quality of life, also needs to be studied.


In the current study, the U of U researchers found mixed indicators of how transplantation affected quality of life: some children spent fewer days in the hospital in the first two years following transplantation; others spent more. Many recipients also faced more medical complications, while others did not. “We couldn’t really answer the quality-of-life question,” Liou said, “but it can no longer be assumed that lung transplantation has a beneficial effect on quality of life or survival.”


Identifying children who will benefit from receiving new lungs is something the entire CF transplant community, including patients, physicians, families, and researchers needs to decide, Liou said. Currently, transplant candidates are selected because of low lung function, worsening symptoms of the disease, and other factors than may indicate a poor prognosis. Those criteria aren’t working, the researchers write in the NEJM.


“… The finding that only 1 of 248 children with CF transplanted during 1992-2002 had clearly improved survival suggests that factors actually used to select transplant candidates could not identify patients likely to have survival benefits,” they conclude.


With their study, the U of U researchers hope to start a discussion in the CF community to figure out how to determine the best candidates for transplantation.


“We can’t allocate lungs rationally right now,” Adler said, “because we don’t have all the data, particularly on quality of life.”
Antidepressant found to extend lifespan in C. elegans


A team of scientists led by Howard Hughes Medical Institute (HHMI) investigator Linda B. Buck has found that a drug used to treat depression can extend the lifespan of adult roundworms.


Buck and colleagues Michael Petrascheck and Xiaolan Ye report in the November 22, 2007, issue of the journal Nature, that the antidepressant drug mianserin can extend the lifespan of the nematode Caenorhabditis elegans by about 30 percent.


Intriguingly, the drug may act by mimicking the effects of caloric restriction, which has been shown to retard the effects of aging in a variety of animals ranging from worms and flies to mammals.


“Our studies indicate that lifespan extension by mianserin involves mechanisms associated with lifespan extension by dietary restriction,” said Buck, a member of the Basic Sciences Division of the Fred Hutchinson Cancer Research Center in Seattle. “We don't have an explanation for this. All we can say is that if we give the drug to caloric restricted animals, it doesn't increase their lifespan any further. That suggests the same mechanism may be involved.”


Researchers don’t yet understand exactly how mianserin staves off the effects of aging. But the drug appears to act the same way in both C. elegans and humans: by blocking certain receptors for the neurotransmitter serotonin. Serotonin is a chemical that cells use to communicate, helping them regulate many functions, including mood, appetite, and sensory perception.


Buck said it was a surprise to find that a drug used to treat depression in humans could extend lifespan in worms. The researchers in Buck’s lab found that in addition to inhibiting certain serotonin receptors in the worm, it also blocked receptors for another neurotransmitter, octopamine.


A number of observations support the idea that serotonin and octopamine may complement one another in a physiological context, Buck explained, with serotonin signaling the presence of food and octopamine signaling its absence or a state of starvation. C. elegans, for instance, usually only lays eggs when food is on hand. But serotonin stimulates egg laying in the absence of food, while octopamine inhibits egg laying even when food is nearby. Another example of interplay between the two chemicals is that pharyngeal pumping, the mechanism by which worms ingest food, is jump-started by serotonin and thwarted by octopamine.


“In our studies, mianserin had a much greater inhibitory effect on the serotonin receptor than the octopamine receptor,” she said. “One possibility is that there is a dynamic equilibrium between serotonin and octopamine signaling and the drug tips the balance in the direction of octopamine signaling, producing a perceived, though not real, state of starvation that activates aging mechanisms downstream of dietary restriction.”


Buck and her colleagues chose to focus on the effects of mianserin based on the results of a search through 88,000 chemicals for agents that extended the lifespan of nematodes. They found 115 such chemicals. In follow-up studies of one chemical, they found four additional compounds, including mianserin, that extended lifespan by 20-33 percent. All four compounds inhibit certain types of serotonin receptors in humans.


“We screened a wide variety of chemicals without knowing anything about them except that they were small molecules,” Buck noted. “By screening adult animals with this extremely varied panel of compounds, we hoped to identify drugs that could increase lifespan in adults, even though some might have a deleterious effect on the developing animal.”


By identifying drugs that influence lifespan, Buck added, it may be possible to home in on how those drugs act and contribute to a growing body of knowledge about the genetic mechanisms of aging.


“Other researchers have done beautiful work using molecular genetic approaches to identify genes involved in aging,” she said. “We decided to take a chemical approach. By finding chemicals that enhance longevity, and then finding the targets of those chemicals, it may be possible to identify additional genes important in aging. In addition, the chemical approach could point to drugs suitable for testing in mammals.”


Buck said that her group has yet to identify what kinds of cells are affected by the drug, because while the serotonin receptors involved are only found on neurons, many types of cells -- not just cells of the nervous system -- have receptors for octopamine.
Have we sealed the universe's fate by looking at it?


HAVE we hastened the demise of the universe by looking at it? That’s the startling question posed by a pair of physicists, who suggest that we may have accidentally nudged the universe closer to its death by observing dark energy, which is thought to be speeding up cosmic expansion.


Lawrence Krauss of Case Western Reserve University in Cleveland, Ohio, and colleague James Dent suggest that by making this observation in 1998 we may have caused the universe to revert to a state similar to early in its history, when it was more likely to end. “Incredible as it seems, our detection of the dark energy may have reduced the life-expectancy of the universe,” says Krauss.


The researchers came to their conclusion by calculating how the energy state of our universe might have evolved. Until recently, cosmologists thought that the big bang 13.7 billion years ago occurred after a bubble of weird high-energy “false vacuum” with repulsive gravity decayed into a zero-energy “ordinary” vacuum. The energy released during this transition could have made matter and heated it to a ferocious temperature, which essentially created the massive explosion of the big bang. The discovery of dark energy - and the realisation that the universe’s expansion is accelerating - reveals that the vacuum may not have decayed to zero energy, but to another false vacuum state. In other words, some energy was retained in this vacuum, and this is accelerating the universe’s expansion.


Like the decay of a radioactive atom, such shifts in energy state happen at random. “So it is entirely possible it could decay again, wiping the slate of our universe clean,” says Krauss. If this transition did happen, everything in our universe would cease to exist.


The fact that we are still here means this can’t have happened yet. But cosmologists have long puzzled over why this should be, particularly as the probability of the false vacuum of our universe having survived decreases exponentially over time.


Building on a discovery made in the 1950s, Krauss’s calculations show that if the universe did happen to hold out past a certain threshold, its chance of staying stable are substantially increased. In 1958, Russian physicist L. Khalfin discovered that after an extremely long time, the probability of a quantum system having survived stops falling exponentially and switches to a slower rate of decline. This means that if the false vacuum of the universe survives to the switching point between the two rates, it will effectively become eternal. This is because the false vacuum is known to grow exponentially fast, and past the switching point it will be created faster than it can be eaten away by any decay, he says.


According to Krauss, the smaller the energy gap between the false vacuum and zero, the earlier the switching point between the two rates. And - surprise, surprise - we live in a universe where the vacuum energy is just above zero, so we could be well past the crucial switching point.


At first glance, this seems like good news for us because it would mean our universe is on track to survive forever. However, things may not be as good as they seem, Krauss says. At the quantum level, whenever we observe or measure something, we reset its clock and stop it decaying - something known as the quantum Zeno effect. Our measurement of the light from supernovae in 1998, which provided evidence of dark energy, may have reset the false vacuum’s decay clock to zero - back to a point when the likelihood of its surviving was falling exponentially over time. “In short, we may have snatched away the possibility of long-term survival for our universe and made it more likely it will decay,” says Krauss.


Krauss’s claim is controversial. Max Tegmark of the Massachusetts Institute of Technology maintains that the quantum Zeno effect does not require humans to make observations of light. “Galaxies have ‘observed’ the dark energy long before we evolved,” he says, as they were affected by it and were encoding information about it. “When we humans in turn observe the light from these galaxies, it changes nothing except our own knowledge.”
Oral Drug Sets a New Survival Standard for Bone Marrow Cancer

Rush University Medical Center participated in clinical trial of Revlimid


Findings from two large, international clinical trials show “unprecedented” survival for patients with multiple myeloma, a blood cancer that occurs in the blood-making cells of bone marrow. The findings demonstrate that with Revlimid®, an oral cancer drug, all measures of myeloma showed significant improvement in patients where previous treatments had failed. Rush University Medical Center took part in the U.S. study. Results of the study were published November 21 in the New England Journal of Medicine.


In the study, a total of 353 patients were enrolled at 44 centers. Of those patients, 177 were assigned to receive Revlimid (lenalidomide) plus dexamethasone, a steroid hormone, and 176 received a placebo plus dexamethasone. According to the study results, patients who received Revlimid had a median survival of 29.6 months, compared to 20.2 months for the placebo group. In the Revlimid group, 61 percent of patients responded to therapy as compared with 19.9 percent in the placebo group.


According to the International Myeloma Foundation, follow-up data from the U.S.study and a European study report even better results. Patients treated with Revlimid had a median survival of nearly three years (35 months), the longest median survival in this difficult to treat patient group.


“Myeloma, also called multiple myeloma, is of growing interest and concern,” said Dr. Stephanie Gregory, the director of the section of Hematology at Rush University Medical Center. “Statistics show the number of diagnoses is increasing in the United States where most cancers are decreasing, and myeloma is being found in increasingly younger patients. These trends give us some urgency in having potent treatments to fight this disease.”


Revlimid is an immunomodulatory agent, a drug that can modify or regulate the functioning of the immune system. It is the newest of what are called the novel therapies that have changed the outlook for myeloma patients. It is an oral drug that can be taken at home, and because it targets the cancer cells directly along with factors that support their growth, it does not have the difficult side effects associated with most chemotherapy.


“We are pleased that concerted efforts to find effective treatments in what was considered a rare, little-known cancer, have led to drugs like Revlimid,” said Susie Novis, president and co-founder of the International Myeloma Foundation. “Myeloma has been a difficult disease to cure, but with the novel therapies we are developing effective, long-term treatments by using multiple drugs in sequence and in various combinations. The addition of a drug with the potency of Revlimid to this equation is especially important.”


In Europe and the U.S. Revlimid has been approved for use in multiple myeloma, and in the U.S. it is also approved for a pre-leukemia condition called MDS. It is also being tested in other leukemias and lymphomas and even solid tumors.

Myeloma is a bone marrow cancer that attacks and destroys bone. It accounts for about 16,000 new cases of cancer each year. An estimated 56 thousand people in the United Statesare living with Myeloma and this year approximately 11,300 deaths from Myeloma are anticipated. While there is no known cure for myeloma, doctors have many approaches to help myeloma patients live better and longer.

The Coleman Foundation Comprehensive Multiple Myeloma Clinic at RushUniversityMedicalCenteroffers a team approach to diagnosing and treating this complicated disease. The clinic addresses the multiple organ systems that are affected in these patients. The team includes specialists in Hematology, Stem Cell Transplantation, Orthopedic Oncology, Neurosurgery, Palliative Care, Integrative Medicine, and Clinical Social Work. Many clinical trials are available for both newly diagnosed and relapsed patients. For more information call 1-800-352-RUSH.
Bioclocks work by controlling chromosome coiling

There is a new twist on the question of how biological clocks work.


In recent years, scientists have discovered that biological clocks help organize a dizzying array of biochemical processes in the body. Despite a number of hypotheses, exactly how the microscopic pacemakers in every cell in the body exert such a widespread influence has remained a mystery.


Now, a new study provides direct evidence that biological clocks can influence the activity of a large number of different genes in an ingenious fashion, simply by causing chromosomes to coil more tightly during the day and to relax at night.


“The idea that the whole genome is oscillating is really cool,” enthuses Vanderbilt Professor of Biological Sciences Carl Johnson, who headed the research that was published online Nov. 13 in the Proceedings of the National Academy of Sciences. “The fact that oscillations can act as a regulatory mechanism is telling us something important about how DNA works: It is something DNA jockeys really need to think about.”


Johnson’s team, which consisted of Senior Lecturer Mark A Woelfle, Assistant Research Professor Yao Xu and graduate student Ximing Qin, performed the study with cyanobacteria (blue-green algae), the simplest organism known to possess a biological clock. The chromosomes in cyanobacteria are organized in circular molecules of DNA. In their relaxed state, they form a single loop. But, within the cell, they are usually “supercoiled” into a series of small helical loops. There are even two families of special enzymes, called gyrases and topoisomerases, whose function is coiling and uncoiling DNA.


The researchers focused on small, non-essential pieces of DNA in the cyanobacteria called plasmids that occur naturally in the cyanobacteria. Because a plasmid should behave in the same fashion as the larger and more unwieldy chromosome, the scientists consider it to be a good proxy of the behavior of the chromosome itself.


When the plasmid is relaxed, it is open and uncoiled and, when it is supercoiled, it is twisted into a smaller, more condensed state. So, the researchers used a standard method, called gel electrophoresis, to measure the extent of a plasmid’s supercoiling during different points in the day/night cycle.


The researchers found a distinct day/night cycle: The plasmid is smaller and more tightly wound during periods of light than they are during periods of darkness. They also found that this rhythmic condensation disappears when the cyanobacteria are kept in constant darkness.


“This is one of the first pieces of evidence that the biological clock exerts its effect on DNA structure through the coiling of the chromosome and that this, in turn, allows it to regulate all the genes in the organism,” says Woelfle.


Some cyanobacteria use their biological clocks to control two basic processes. During the day, they use photosynthesis to turn sunlight into chemical energy. During the night, they remove nitrogen from the atmosphere and incorporate it into a chemical compound that they can use to make proteins.


According to the Johnson lab’s “oscilloid model,” the genes that are involved in photosynthesis should be located in regions of the chromosome that are “turned on” by the tighter coiling in the DNA during the day and “turned off” during the night when the DNA is more relaxed. By the same token, the genes that are involved in nitrogen fixation should be located in regions of the chromosome that are “turned off” during the day when the DNA is tightly coiled and “turned on” during the night when it is more relaxed.


The researchers see no reason why the bioclocks in higher organisms, including humans, do not operate in a similar fashion. “This could be a universal theme that we are just starting to decipher,” says Woelfle.


The DNA in higher organisms is much larger than that in cyanobacteria and it is linear, not circular. Stretched end-to-end, the genome in a mammalian cell is about six feet long. In order to fit into a microscopic cell, the DNA must be tightly packed into a series of small coils, something like microscopic Slinkies.


Previous studies have shown that in higher organisms between 5 to 10 percent of genes in the genome are controlled by the bioclock, compared to 100 percent of genes in the cyanobacteria. In the case of the higher organisms, the bioclock’s control is likely to be local rather than the global situation in cyanobacteria.


With a circular chromosome (as in cyanobacteria), twisting it at any point affects the entire molecule. When you twist a linear chromosome at a certain point, however, the effect only extends for a limited distance in either direction because the ends are not connected. That fits neatly with the idea that the bioclock’s influence on linear chromosomes is limited to certain specific regions, regions where the specific genes that it regulates are located.

-----------------

Note: A multimedia version of this story is available on the Exploration, Vanderbilt University's online research magazine, at http://www.vanderbilt.edu/exploration/stories/bioclocktwist.html
Why you remember names and ski slopes

Researchers discover personal trainer for your memory

CHICAGO --- When you meet your boss's husband, Harvey, at the office holiday party, then bump into him an hour later over the onion dip, will you remember his name?


Yes, thanks to a nifty protein in your brain called kalirin-7.


Researchers at Northwestern University's Feinberg School of Medicine have discovered the brain protein kalirin is critical for helping you learn and remember what you learned.


Previous studies by other researchers found that kalirin levels are reduced in brains of people with diseases like Alzheimer's and schizophrenia. Thus, the discovery of kalirin's role in learning offers new insight into the pathophysiology of these disorders.


"Identifying the key role of this protein in learning and memory makes it a new target for future drug therapy to treat or delay the progression of these diseases," said Peter Penzes, lead author of the study and assistant professor of physiology at the Feinberg School. Penzes studied the brains of laboratory rats which are similar to human brains.


The study will be published November 21 in the journal Neuron.


Kalirin behaves like a personal trainer for your memory. When you learn something new, kalirin bulks up the synaptic spines in your brain -- which resemble tiny, white mushrooms. The spines grow bigger and stronger the more you repeat the lesson. It works the same whether you're learning a new cell phone number, skiing a new double black diamond slope or testing a pumpkin cheesecake recipe.


Synaptic spines are the sites in the brain where neurons (brain cells) talk to each other. "If these sites are bigger, the communication is better," Penzes said. "A synapse is like a volume dial between two cells. If you turn up the volume, communication is better. Kalirin makes the synaptic spines grow."


Kalirin's role in learning and memory help explain why continued intellectual activity and learning delays cognitive decline as people grow older. "It's important to keep learning so your synapses stay healthy," Penzes said.
MIT: Prenatal arsenic exposure detected in newborns

Research could lead to test for screening populations for the poison

CAMBRIDGE, Mass — MIT researchers have found that the children of mothers whose water supplies were contaminated with arsenic during their pregnancies harbored gene expression changes that may lead to cancer and other diseases later in life. In addition to establishing the potential harmful effects of these prenatal exposures, the new study also provides a possible method for screening populations to detect signs of arsenic contamination.


This is the first time evidence of such genome-wide changes resulting from prenatal exposure has ever been documented from any environmental contaminant. It suggests that even when water supplies are cleaned up and the children never experience any direct exposure to the pollutant, they may suffer lasting damage.


The research will be reported in the Nov. 23 issue of PLoS Genetics (published by the Public Library of Science).


The evidence comes from studies of 32 mothers and their children in a province of Thailand that experienced heavy arsenic contamination from tin mining. Similar levels of arsenic are also found in many other regions, including the US Southwest.


The research was led by Mathuros Ruchirawat, Director of the Laboratory of Environmental Toxicology of the Chulabhorn Research Institute (CRI) in Thailand, and Leona D. Samson, Director of MIT’s Center for Environmental Health Sciences (CEHS) and the American Cancer Society Professor in the Departments of Biological Engineering and Biology at MIT. The first author of the study is Rebecca C. Fry, a research scientist at CEHS. Coauthors include Panida Navasumrit of the CRI and Chandni Valiathan, graduate student at MIT’s Computational and Systems Biology Initiative.


The team analyzed blood that had been collected from umbilical cords at birth. The exposure of mothers to arsenic during their pregnancy was independently determined by analyzing toenail clippings – the most reliable way of detecting past arsenic exposure.


The team found a collection of about 450 genes whose expression had been turned on or turned off in babies who had been exposed to arsenic while in the womb. That is, these genes had either become significantly more active (in most cases) or less active than in unexposed babies.


“We were looking to see whether we could have figured out that these babies were exposed in utero” just by using the gene expression screening on the stored blood samples, Samson says. “The answer was a resounding yes.”


Further, the team found that a subset of just 11 of these genes could be used as a highly reliable test for determining whether babies had been born to mothers exposed to arsenic during pregnancy. Since blood samples are already taken routinely for medical tests this may provide an easier way of screening for such exposure.


The gene expression changes the group found in the exposed children are mostly associated with inflammation, which can lead to increased cancer risk. Recognizing the damaging effects of the arsenic exposure, “the government has provided alternative water sources” to the affected villages, Fry says, which means that following these children as they grow older (they are now toddlers) has the potential to show how long-lasting the effects of the prenatal exposure may be. However, she adds, this may be complicated by the fact that many people are still using the local water for cooking.


It's not yet clear how long the changes may last. “We will be testing whether these gene expression changes have persisted in these children,” Fry says.


This is the first time such a response to prenatal arsenic exposure has been found in humans. But it is not entirely unexpected, Samson explains, because “in mice, when mothers are transiently exposed to arsenic in the drinking water, their progeny, in their adult life, are much more cancer-prone.”


Further research could include studies of possible ways of reversing or mitigating the damage, perhaps through dietary changes, nutritional supplements, or drug treatments to counteract the gene expression changes.


Also, the group plans to do follow-up studies in different locations and with larger groups of subjects to confirm the value of the 11 “marker” genes as a reliable indicator of arsenic exposure. The researchers also aim to determine whether the gene expression changes are specific to arsenic.


This study is an example of the CEHS’s efforts to promote collaborative interdisciplinary research into global environmental health issues, specifically in the developing world.
Rising tides intensify non-volcanic tremor in Earth's crust


For more than a decade geoscientists have detected what amount to ultra-slow-motion earthquakes under Western Washington and British Columbia on a regular basis, about every 14 months. Such episodic tremor-and-slip events typically last two to three weeks and can release as much energy as a large earthquake, though they are not felt and cause no damage.


Now University of Washington researchers have found evidence that these slow-slip events are actually affected by the rise and fall of ocean tides.


"There has been some previous evidence of the tidal effect, but the detail is not as great as what we have found," said Justin Rubinstein, a UW postdoctoral researcher in Earth and space sciences.


And while previous research turned up suggestions of a tidal pulse at 12.4 hours, this is the first time that a second pulse, somewhat more difficult to identify, emerged in the evidence at intervals of 24 to 25 hours, he said.


Rubinstein is lead author of a paper that provides details of the findings, published Nov. 22 in Science Express, the online edition of the journal Science. Co-authors are Mario La Rocca of the Istituto Nazionale di Geofisica e Vulcanologia in Italy, and John Vidale, Kenneth Creager and Aaron Wech of the UW.


The most recent tremor-and-slip events in Washington and British Columbia took place in July 2004, September 2005 and January 2007. Before each, researchers deployed seismic arrays, each containing five to 11 separate seismic monitoring stations, to collect more accurate information about the location and nature of the tremors. Four of the arrays were placed on the Olympic Peninsula in Washington and the fifth was on Vancouver Island in British Columbia.


The arrays recorded clear twice-a-day pulsing in the 2004 and 2007 episodes, and similar pulsing occurred in 2005 but was not as clearly identified. The likely source from tidal stresses, the researchers said, would be roughly once- and twice-a-day pulses from the gravitational influence of the sun and moon. The clearest tidal pulse at 12.4 hours coincided with a peak in lunar forcing, while the pulse at 24 to 25 hours was linked to peaks in both lunar and solar influences.


The rising tide appeared to increase the tremor by a factor of 30 percent, though the Earth distortion still was so small that it was undetectable without instruments, said Vidale, a UW professor of Earth and space sciences and director of the Pacific Northwest Seismograph Network.


"We expected that the added water of a rising tide would clamp down on the tremor, but it seems to have had the opposite effect. It's fair to say that we don't understand it," Vidale said.


"Earthquakes don't behave this way," he added. "Most don't care whether the tide is high or low."


The researchers were careful to rule out noise that might have come from human activity. For instance, one of the arrays was near a logging camp and another was near a mine.


"It's pretty impressive how strong a signal those activities can create," Rubinstein said, adding that the slow-slip pulses were recorded when those human activities were at a minimum.
Liquid crystal phases of tiny DNA molecules point up new scenario for first life on Earth
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A team led by the University of Colorado at Boulder and the University of Milan has discovered some unexpected forms of liquid crystals of ultrashort DNA molecules immersed in water, providing a new scenario for a key step in the emergence of life on Earth.


CU-Boulder physics Professor Noel Clark said the team found that surprisingly short segments of DNA, life’s molecular carrier of genetic information, could assemble into several distinct liquid crystal phases that “self-orient” parallel to one another and stack into columns when placed in a water solution. Life is widely believed to have emerged as segments of DNA- or RNA-like molecules in a prebiotic “soup” solution of ancient organic molecules.

A colorful microscope image showing that a solution of tiny DNA molecules has formed a liquid-crystal phase. The DNA molecules pair to form DNA double helices, which, in turn stack end-to-end to make rod-shaped aggregates that orient parallel to one another.  Credit: Michi Nakata

A paper on the subject was published in the Nov. 23 issue of Science. The paper was authored by Clark, Michi Nakata and Christopher Jones from CU-Boulder, Giuliano Zanchetta and Tommaso Bellini of the University of Milan, Brandon Chapman and Ronald Pindak of Brookhaven National Laboratory and Julie Cross of Argonne National Laboratory. Nakata died in September 2006.

Since the formation of molecular chains as uniform as DNA by random chemistry is essentially impossible, Clark said, scientists have been seeking effective ways for simple molecules to spontaneously self-select, “chain-up” and self-replicate. The new study shows that in a mixture of tiny fragments of DNA, those molecules capable of forming liquid crystals selectively condense into droplets in which conditions are favorable for them to be chemically linked into longer molecules with enhanced liquid crystal-forming tendencies, he said.


“We found that even tiny fragments of double helix DNA can spontaneously self-assemble into columns that contain many molecules,” Clark said. “Our vision is that from the collection of ancient molecules, short RNA pieces or some structurally related precursor emerged as the molecular fragments most capable of condensing into liquid crystal droplets, selectively developing into long molecules.”


Liquid crystals -- organic materials related to soap that exhibit both solid and liquid properties -- are commonly used for information displays in computers, flat-panel televisions, cell phones, calculators and watches. Most liquid crystal phase molecules are rod-shaped and have the ability to spontaneously form large domains of a common orientation, which makes them particularly sensitive to stimuli like changes in temperature or applied voltage.


RNA and DNA are chain-like polymers with side groups known as nucleotides, or bases, that selectively adhere only to specific bases on a second chain. Matching, or complementary base sequences enable the chains to pair up and form the widely recognized double helix structure. Genetic information is encoded in sequences of thousands to millions of bases along the chains, which can be microns to millimeters in length.


Such DNA polynucleotides had previously been shown to organize into liquid crystal phases in which the chains spontaneously oriented parallel to each other, he said. Researchers understand the liquid crystal organization to be a result of DNA’s elongated molecular shape, making parallel alignment easier, much like spaghetti thrown in a box and shaken would be prone to line up in parallel, Clark said.


The CU-Boulder and University of Milan team began a series of experiments to see how short the DNA segments could be and still show liquid crystal ordering, said Clark. The team found that even a DNA segment as short as six bases, when paired with a complementary segment that together measured just two nanometers long and two nanometers in diameter, could still assemble itself into the liquid crystal phases, in spite of having almost no elongation in shape.


Structural analysis of the liquid crystal phases showed that they appeared because such short DNA duplex pairs were able to stick together “end-to-end,” forming rod-shaped aggregates that could then behave like much longer segments of DNA. The sticking was a result of small, oily patches found on the ends of the short DNA segments that help them adhere to each other in a reversible way -- much like magnetic buttons -- as they expelled water in between them, Clark said.


A key characterization technique employed was X-ray microbeam diffraction combined with in-situ optical microscopy, carried out with researchers from Argonne and Brookhaven National Laboratories. The team using a machine called the Argonne Advanced Photon Source synchrotron that enabled probing of the “nano DNA” molecular organization in single liquid crystal orientation domains only a few microns in size. The experiments provided direct evidence for the columnar stacking of the nano DNA pieces in a fluid liquid crystal phase.


“The key observation with respect to early life is that this aggregation of nano DNA strands is possible only if they form duplexes,” Clark said. “In a sample of chains in which the bases don’t match and the chains can’t form helical duplexes, we did not observe liquid crystal ordering.”


Subsequent tests by the team involved mixed solutions of complementary and noncomplementary DNA segments, said Clark. The results indicated that essentially all of the complementary DNA bits condensed out in the form of liquid crystal droplets, physically separating them from the noncomplementary DNA segments.


“We found this to be a remarkable result,” Clark said. “It means that small molecules with the ability to pair up the right way can seek each other out and collect together into drops that are internally self-organized to facilitate the growth of larger pairable molecules.


“In essence, the liquid crystal phase condensation selects the appropriate molecular components, and with the right chemistry would evolve larger molecules tuned to stabilize the liquid crystal phase. If this is correct, the linear polymer shape of DNA itself is a vestige of formation by liquid crystal order.”
Babies 'show social intelligence'

By Helen Briggs  Science reporter, BBC News
At the age of six months, most babies have barely learnt to sit up, let alone crawl, walk or talk.


But, according to new research, they can already assess someone's intentions towards them, deciding who is a likely friend or enemy.


US scientists believe babies acquire the ability to make social evaluations in the first few months of life.


It may provide the foundation for moral thoughts and actions in later years, they write in the journal Nature.


"By six months, babies have learnt quite a lot and they are taking things in," said Kiley Hamlin, lead author of the research.


"We can't say that it is hard-wired (exists in a newborn baby) but we can say it is pre-linguistic and pre-explicit teaching," she told BBC News.


"We don't think this says that babies have any morality but it does seem an essential piece of morality to feel positive about those who do good things and negative about those who do bad things - it seems like an important piece of a later more rational and moral system."

Infant lab tests


Like all social creatures, humans are able to make rapid judgements of other people based on how they behave towards others. But the roots of this behaviour and when it develops are not well understood.

The experiment 
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	Watch the experiment



Kiley Hamlin and colleagues at Yale University devised experiments to test whether babies aged six and 10 months were able to evaluate the behaviour of others. They used wooden toys of different shapes that were designed to appeal to babies.


The babies were sat on their parents' laps and shown a display representing a character trying to climb a hill.


The climbing character, which had eyes to make it human-like, was either knocked down the hill by an unhelpful character (a toy of a different shape and colour) or pushed up the hill by a helper cartoon figure (another shape and colour).


After watching the "puppet show" several times, each baby was presented with the helper and hinderer toys and asked to pick one.


All of the 12 six-month-old babies tested and 14 of the 16 10-month-olds reached out to touch the helper character rather than the anti-social one.


Further experiments were carried out to rule out other explanations for the behaviour - such as a preference for pushing up or down actions or the appearance of certain characters.


"Our findings indicate that humans engage in social evaluation far earlier in development than previously thought, and support the view that the capacity to evaluate individuals on the basis of their social interactions is universal and unlearned," the authors wrote in Nature.

Social creatures


Evidence that babies so young show some social intelligence comes as no surprise to Kiley Hamlin. She said one message for parents is that babies are able to figure out a lot on their own.


"They are quite competent social creatures early on," she said. "They figure out the good guys to hang out with without much help."


Professor Oliver Braddick of the University of Oxford, UK, who was not part of the research study, agreed.


"It shows how prepared babies are to learn the basics of social interaction at a very early age," he said.


But he said it is not yet clear whether the capacity described by the Yale group relates to a real understanding of social life.


"These babies are recognising interaction between other beings they are watching," he said.


"These interactions we can imagine are a foundation for social understanding but I'm not sure yet they truly reflect social understanding in the sense we would apply to an adult or older child."


Previous research has shown that babies in the first six months of life show preferences for others based on the attractiveness of their face.


But it is not until the age of 18 months that toddlers are true social creatures, and will cooperate with others of their own accord.
Archaeology unearths gout in early Pacific people

OTAGO (Pacnews) — High rates of gout among Mâori and Pacific Island men may have a genetic basis going back thousands of years to the time when Polynesia and Melanesia were being colonized from South East Asia.


University of Otago Department of Anatomy and Structural Biology biological anthropologist Dr. Hallie Buckley has been working with colleagues from the Australian National University and CNRS in Paris to analyze skeletons from a 3,000-year-old cemetery in Vanuatu.


Her paper on possible gouty arthritis amongst the Lapita people — so-called because of their distinctive decorated pottery known as the Lapita style — has been published in the October edition of Current Anthropology.


“We examined the bones of 20 skeletons from the first two field seasons using radiography and other techniques and found erosive lesions or damage to the joints of seven of them. The pattern of these lesions suggests they were most likely the result of gouty arthritis,” said Buckley.


Gout is caused by a build-up in the affected joints of urate crystals, the result of hyperuricaemia or high levels of urate acid in the blood.


“This surprising finding suggests a very early antiquity of gout in the Pacific Islands and may help to explain the unusually high incidence of hyperuricaemia and gout in many modern Pacific Island populations, including New Zealand Mâori,” she said.


Other researchers have already suggested that the higher prevalence of gout in Polynesian populations may be due to a genetic predisposition. A genetic marker for gout susceptibility in Taiwanese Aborigines has been identified, suggesting that a founder effect could be responsible for this.


Buckley also said the Lapita people’s diet tended to consist of local plants and seafood. That purine rich seafood can set off attacks of gout in people who are already susceptible to the condition.


“The predominance of this sort of diet may have favored the continued selection of high frequencies of hyperuricaemia and gout in these ancient explorers.”
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