Social tolerance allows bonobos to outperform chimpanzees on a cooperative task


In experiments designed to deepen our understanding of how cooperative behavior evolves, researchers have found that bonobos, a particularly sociable relative of the chimpanzee, are more successful than chimpanzees at cooperating to retrieve food, even though chimpanzees exhibit strong cooperative hunting behavior in the wild. The work suggests that some social tendencies or emotions that are adaptive under certain circumstances—such as aggression during competition for mates—can hinder the potential for problem solving under other circumstances, such as sharing of a food resource. The findings appear online in the journal Current Biology, published by Cell Press, on March 8th and are reported by a team led by Brian Hare of the Max Planck Institute for Evolutionary Anthropology and Duke University.


By comparing the ability of bonobos and chimpanzees to cooperate in retrieving food, the researchers addressed two hypotheses. The first, the so-called "emotional reactivity hypothesis," predicts that bonobos will cooperate more successfully, because past observations have indicated that they are more tolerant of other individuals than are chimpanzees. In contrast, the second hypothesis, the "hunting hypothesis," predicts that chimpanzees will cooperate more successfully, thanks to their known ability to cooperatively hunt in the wild.


The researchers found that, consistent with the first hypothesis, bonobos were more tolerant in their behavior toward other bonobos, and they did indeed exhibit more skill in cooperative feeding than did chimpanzees. For example, two bonobos were more likely to both eat when presented with food in a single dish (rather than two separate dishes) than were chimpanzees faced with a similar feeding scenario. Bonobos also exhibited significantly more sociosexual behavior and play than did chimpanzees under these circumstances. In a related set of experiments, bonobos were found to be better than chimpanzees at cooperating (e.g., by simultaneously pulling a rope) to retrieve food that was not easily divisible—that is, food that might be easily monopolized by one of the two individuals.


These observations were consistent with the "emotional reactivity hypothesis" because they potentially reflect the ability of bonobos to tolerate the presence of one another in feeding contexts. The findings also run counter to the "hunting hypothesis," which predicts that chimpanzees—owing to their cooperative hunting skills—would outperform bonobos in cooperative feeding even when food wasn't easily divisible.


The authors report that the new work is of particular value because it provides an experimental comparison of social tolerance and cooperation in bonobos and chimpanzees—two closely related species that help inform our understanding of how social behavior evolved in the primate lineage. The findings suggest that one way in which the skill of social problem solving can arise is through evolutionary selection on emotional systems, such as those controlling fear and aggression.
Cocoa, but not tea, may lower blood pressure


Foods rich in cocoa appear to reduce blood pressure but drinking tea may not, according to an analysis of previously published research in the April 9 issue of Archives of Internal Medicine, one of the JAMA/Archives journals.


Current guidelines advise individuals with hypertension (high blood pressure) to eat more fruits and vegetables, according to background information in the article. Compounds known as polyphenols or flavonoids in fruits and vegetables are thought to contribute to their beneficial effects on blood pressure and cardiovascular risk. "Tea and cocoa products account for the major proportion of total polyphenol intake in Western countries," the authors write. "However, cocoa and tea are currently not implemented in cardioprotective or anti-hypertensive dietary advice, although both have been associated with lower incidences of cardiovascular events."


Dirk Taubert, M.D., Ph.D., and colleagues at the University Hospital of Cologne, Germany, conducted a meta-analysis of 10 previously published trials, five of cocoa's effects on blood pressure and five involving tea. All results were published between 1966 and 2006, involved at least 10 adults and lasted a minimum of seven days. The studies were either randomized trials, in which some participants were randomly assigned to cocoa or tea groups and some to control groups, or used a crossover design, in which participants' blood pressure was assessed before and after consuming cocoa products or tea.


The five cocoa studies involved 173 participants, including 87 assigned to consume cocoa and 86 controls, 34 percent of whom had hypertension (high blood pressure). They were followed for a median (middle) duration of two weeks. Four of the five trials reported a reduction in both systolic (the top number, when the heart contracts) and diastolic (the bottom number, when the heart relaxes) blood pressure. Compared with those who were not consuming cocoa, systolic blood pressure was an average of 4.7 millimeters of mercury lower and diastolic blood pressure was an average of 2.8 millimeters of mercury lower.


The effects are comparable to those achieved with blood pressure-lowering medications, the authors note. "At the population level, a reduction of 4 to 5 millimeters of mercury in systolic blood pressure and 2 to 3 millimeters of mercury in diastolic blood pressure would be expected to substantially reduce the risk of stroke (by about 20 percent), coronary heart disease (by 10 percent) and all-cause mortality (by 8 percent)," they write.


Of the 343 individuals in the five tea studies, 171 drank tea and 172 served as controls, for a median duration of four weeks. Drinking tea was not associated with a reduction in blood pressure in any of the trials.


Tea and cocoa are both rich in polyphenols, but while black and green tea contain more compounds known as flavan-3-ols, cocoa contains more of another type of polyphenol, procyanids. "This suggests that the different plant phenols must be differentiated with respect to their blood pressure-lowering potential and thus cardiovascular disease prevention, supposing that the tea phenols are less active than cocoa phenols," the authors write.


The findings do not indicate a widespread recommendation for higher cocoa intake to decrease blood pressure, but it appears reasonable to substitute phenol-rich cocoa products such as dark chocolate for other high-calorie or high-fat desserts or dairy products, they continue. "We believe that any dietary advice must account for the high sugar, fat and calorie intake with most cocoa products," the authors conclude. "Rationally applied, cocoa products might be considered part of dietary approaches to lower hypertension risk."
Smoking and caffeine inversely associated with Parkinson's disease


Individuals with Parkinson's disease are less likely to smoke or consume high doses of caffeine than their family members who do not have the disease, according to a report in the April issue of Archives of Neurology, one of the JAMA/Archives journals.


Smoking cigarettes, consuming caffeine and taking non-steroidal anti-inflammatory (NSAID) medications (such as aspirin, ibuprofen and naproxen) have been reported to protect individuals from developing Parkinson's disease, according to background information in the article. However, little family-based research has examined these associations. Studying individuals with Parkinson's disease and their families enables scientists to limit the number of unknown genetic and environmental factors influencing the development of the condition.


Dana B. Hancock, B.S., of Duke University Medical Center, Durham, N.C., and colleagues assessed the associations between smoking, caffeine and NSAID use and Parkinson's disease in 356 Parkinson's disease patients (average age 66.1) and 317 family members without the disease (average age 63.7). Participants were evaluated clinically to confirm their Parkinson's disease status and then interviewed by phone to determine their exposure to environmental factors.


"Individuals with Parkinson's disease were .56 times as likely to report ever smoking and .30 times as likely to report current smoking compared with unaffected relatives," the authors write. "Increasing intensity of coffee drinking was inversely associated with Parkinson's disease. Increasing dosage and intensity of total caffeine consumption were also inversely associated, with high dosage presenting a significant inverse association with Parkinson's disease." There was no link between NSAID use and Parkinson's disease.


The biological mechanisms through which smoking and caffeine might work in individuals at risk of Parkinson's disease is unknown, the authors note. "Given the complexity of Parkinson's disease, these environmental factors likely do not exert their effects in isolation, thus highlighting the importance of gene-environment interactions in determining Parkinson's disease susceptibility," they conclude. "Smoking and caffeine possibly modify genetic effects in families with Parkinson's disease and should be considered as effect modifiers in candidate gene studies for Parkinson's disease."
1 donor cornea may treat 3 patients


One donor cornea may be divided and transplanted into multiple patients with eye disease or damage, according to a report in the April issue of Archives of Ophthalmology, one of the JAMA/Archives journals.


Transplantation of the cornea, the clear membrane that covers the front of the eye, was first performed in 1905, according to background information in the article. Recent developments have allowed ophthalmologic surgeons to move from transplanting the entire cornea in every patient to more focused operations that involve removing and replacing only the diseased or damaged portion of the cornea. "Such surgical techniques provide an opportunity to make use of a single donor cornea in more than one patient," the authors write.


Rasik B. Vajpayee, M.S., F.R.C.S., F.R.A.N.Z.C.O., then of the All India Institute of Medical Sciences, New Delhi, and now of the University of Melbourne, East Melbourne, Australia, and colleagues used one cornea from a 44-year-old donor who had died of cardiac arrest to complete transplants in three patients. The corneal tissue was divided into three parts.


The first patient, a 40-year-old man, had a degenerative cornea disease that appeared only to affect the front two-thirds of his corneal tissue. He received the front portion of the donor cornea through a procedure known as automated lamellar therapeutic keratoplasty (ALTK), in which a thin slice of tissue is removed. His visual acuity before surgery was 20/200.


The second patient, a 60-year-old man, developed complications following cataract surgery and had a visual acuity of 20/400. He received the rear portion of the cornea through a technique known as Descemet stripping automated endothelial keratoplasty (DSAEK), which involves replacing damaged endothelium, or the layer of cells on the inside of the cornea.


The third patient was a 5-year-old boy who had chemical burns in his right eye. Stem cells from the donor cornea, at the junction of the cornea and conjunctiva (the membrane that covers the outer eye and inner eyelid), were transplanted to improve his vision, which was limited to counting fingers close to his face.


The procedures were all performed on the same day and were all successful. New tissue grew over the transplant in the ALTK patient after four days, and after three months the patient's visual acuity improved to 20/60. In the DSAEK patient, minor swelling in the graft cleared within two weeks, and visual acuity improved to 20/40 after three months. New tissue grew in the child after one week, and at the three-month follow-up visit, his vision had improved to 20/200.


"Our strategy of using a single donor corneal tissue for multiple patients opens up the possibility of optimal use of available donor corneal tissue and will reduce the backlog of patients with corneal blindness in countries in which there is a dearth of good-quality donor corneal tissue," the authors write. This includes India, where 300,000 donor corneas are needed each year but only 15,000 are available, with almost half of those unsuitable for transplantation. "With more corneal surgeons converting to techniques of customized component corneal transplantation in the form of anterior and posterior lamellar disc corneal transplantation, the use of a single donor cornea in more than one patient may become standard surgical practice."
Trees to offset the carbon footprint?

LIVERMORE, Calif. – How effective are new trees in offsetting the carbon footprint? A new study suggests that the location of the new trees is an important factor when considering such carbon offset projects. Planting and preserving forests in the tropics is more likely to slow down global warming.


But the study concludes that planting new trees in certain parts of the planet may actually warm the Earth.


The new study, which combines climate and carbon-cycle effects of large-scale deforestation in a fully interactive three-dimensional climate-carbon model, confirms that planting more tropical rainforests could help slow global warming worldwide.


The research, led by Lawrence Livermore National Laboratory atmospheric scientist Govindasamy Bala, appears in the April 9-13 online edition of the Proceedings of the National Academy of Sciences.


According to the study, new forests in mid- to high-latitude locations could actually create a net warming. Specifically, more trees in mid-latitude locations like the United States and most of Europe would only create marginal benefits from a climate perspective. But those extra trees in the boreal forests of Canada, Scandinavia and Siberia could actually be counterproductive, Bala said.


Forests affect climate in three different ways: they absorb the greenhouse gas – carbon dioxide – from the atmosphere and help keep the planet cool; they evaporate water to the atmosphere and increase cloudiness, which also helps keep the planet cool; and they are dark and absorb sunlight (the albedo effect), warming the Earth. Previous climate change mitigation strategies that promote planting trees have taken only the first effect into account.


"Our study shows that only tropical rainforests are strongly beneficial in helping slow down global warming," Bala said. "It is a win-win situation in the tropics because trees in the tropics, in addition to absorbing carbon dioxide, promote convective clouds that help to cool the planet. In other locations, the warming from the albedo effect either cancels or exceeds the net cooling from the other two effects."


Other researchers from the Carnegie Institution, Stanford and Université Montpellier II, France also contributed to the report.


The study concludes that by the year 2100, forests in mid- and high-latitudes will make some places up to 10 degrees Fahrenheit warmer than would have occurred if the forests did not exist.


The authors caution that the cooling from deforestation outside the tropics should not be viewed as a strategy for mitigating climate change. "Preservation of ecosystems is a primary goal of preventing global warming, and the destruction of ecosystems to prevent global warming would be a counterproductive and perverse strategy," said Ken Caldeira, from the Carnegie Institution and a co-author of this report.


"Apart from their role in altering the planet's climate, forests are valuable in many other aspects," Bala said. "Forests provide natural habitat to plants and animals, preserve the biodiversity, produce economically valuable timber and firewood, protect watersheds and indirectly prevent ocean acidification.


"In planning responses to global challenges, it is important to pursue broad goals and avoid narrow criteria that may lead to environmentally harmful consequences," Caldeira said.
Scripps research study shows humans and plants share common regulatory pathway
Research could shine new light on human immune response to infection

The study was published in an advance online edition of the Proceedings of the National Academy of Sciences during the week of April 9, 2007.


The study provides new evidence that Nod1, a member of the Nod-like Receptor (NLR) protein family, is activated by the protein SGT1, which also activates Resistance (R) proteins in plants; R proteins protect plants from various pathogens. The study also confirms structural similarities between the Nod1 protein, which plays a pivotal role in the innate immune system’s recognition and response to bacterial infection and members of the R protein family.


"There has been a great deal of speculation that R proteins and Nod1 are related, but our study provides the first direct link between plants and humans," said Richard Ulevitch, the Scripps Research scientist whose laboratory conducted the study. "Plants have Nod-like receptors and similar immune responses to bacteria and other pathogens-the R proteins evolved to counteract these pathogenic effects. Our study provides a new perspective on the Nod1 pathway in mammalian cells as well as the value of drawing on plant studies of R protein pathways to better understand the pathogen recognition functions of these proteins."


The Nod proteins recognize invasive bacteria, specifically distinct substructures found in Gram-negative and Gram-positive organisms. Once activated, Nod1 produces a number of responses that include activation of intracellular signaling pathways, cytokine production and apoptosis or programmed cell death. Despite the fact that various models of Nod1 activation have been described, little has been known about other proteins that might affect the protein’s activation. In contrast, a number of additional proteins have been linked to the activation pathways of the R protein in plants.


"The NLR family has clear links to human disease," Ulevitch said. "Out of the more than 20 proteins in the NLR family, several mutations are linked to diseases that involve chronic inflammation or autoimmune consequences. Up to now, there has been a limited understanding of the regulatory pathways of Nod1. By identifying SGT1 as a positive regulatory protein, our study offers new insights into the entire family."


SGT1 is a protein found in yeasts, plants, and mammals in both the nucleus and the cytosol. It functions in several biological processes through interaction with different multi-protein complexes. A large body of evidence also suggests that the protein plays a role in regulating pathogen resistance in plants. Various genetic studies have identified SGT1 as a crucial component for pathogen resistance in plants through regulation of expression and activities of some R proteins


Although there is a significant genetic crossover between plants and mammals, very little is known about this common human-plant regulatory pathway. Ulevitch speculated that certain protein regulatory structures might exist in both plants and humans simply because they do the same thing in much the same way.


"In reality," he said, "there are only so many ways to accomplish related biological responses."


The study also showed that a heat shock protein, HSP90, helped stabilize Nod1.


"Inhibiting HSP90 resulted in a significant reduction of Nod1 protein levels," Ulevitch said. "That clearly suggests that this protein plays a key role in stabilizing Nod1 and protecting it from degradation. In contrast, turning off SGT1 did not alter levels of Nod1."


In an earlier study, Ulevitch’s laboratory reported that Nod1 also interacted with the COP9 complex, a multiprotein complex that is known to play a role in a number of development pathways in plants and that has a mammalian counterpart. This interaction, Ulevitch noted, provides a second link between Nod1 and plant R protein pathways.


"The association of Nod1 with SGT1 and the COP9 complex suggests that one possible role of SGT1 could be to target resistance-regulating proteins for degradation," he added. "In this hypothesis, the target protein would be a negative regulator of immune responses."


Future studies, Ulevitch said, will focus on the extensive literature that exists describing the R protein dependent immunity in plants to better understand human NLR pathways, especially those dependent on Nod1.
Doctors aggressively treat early heart attacks, research shows

WINSTON-SALEM, N.C. – An international study involving 467 hospitals in 12 countries found that doctors do a good job of aggressively treating the early stages of heart attacks – even before laboratory tests confirm the diagnosis.


“There has always been a concern that patients may be treated less aggressively when they present with heart attack symptoms before laboratory tests are able to confirm the diagnosis,” said Chadwick Miller, M.D., lead author and an emergency medicine physician at Wake Forest University School of Medicine. “But these findings suggest doctors are doing an appropriate job of aggressively treating these patients.”


Results from the research, which included more than 8,000 patients, are reported on-line in the European Heart Journal and will appear in a future print issue.


Laboratory testing is one tool used by doctors to confirm whether a patient is experiencing a heart attack. The tests measure levels of the protein troponin, which increase when there is damage to the heart muscle. However, it can take six to eight hours after symptoms begin for these markers to increase.


“These tests are also used by doctors to determine which therapies would benefit the patient the most,” said Miller. “Those with elevated markers are at higher risk, and more aggressive treatments are warranted. But, in patients who come to the emergency department immediately after their symptoms begin, it can be difficult to determine if they are having a heart attack. This uncertainty could lead to delay in treatment.”


The study compared results among three groups of patients: those with initially normal levels of troponin that became elevated within the next 12 hours – and were considered to be having an “evolving” heart attack; those whose markers were elevated at the time of the evaluation and were diagnosed with a heart attack; and those whose markers did not become elevated within 12 hours.


“We wanted to determine if these patients with early symptoms were being treated the same as patients who were known to be having a heart attack, or if the doctors were waiting for elevated heart markers before beginning treatment,” said Miller. “Our findings suggest that doctors were treating both of these high-risk patient groups the same and were not waiting for the heart markers to elevate.”


The results showed that in both groups that had heart attacks, doctors treated patients with aspirin and other blood-thinning medications. The groups also had similar rates of angioplasty, a procedure to open blocked arteries, and surgery to “bypass” blocked arteries.


Miller said the results suggest that doctors are using other immediately available data, such as information from the patient's history and electrocardiogram, to make treatment decisions.


The researchers also found that those patients who were having an “evolving” heart attack were 19 percent less likely to die or have a second heart attack within 30 days than patients who were immediately diagnosed with a heart attack. Although the exact reason for this finding cannot be determined from this research, this finding could be due to earlier treatment, said Miller. The patients with “evolving” heart attacks came to the emergency department a median of 1.7 hours after their symptoms developed, compared to 4 hours for those whose heart attack markers had already increased.


Of the 8,312 patients in the study, 66 percent were diagnosed with a heart attack at enrollment, 20 percent had an “evolving” heart attack that showed up on lab tests within 12 hours and 13 percent of participants didn’t have elevated markers within 12 hours.


The research was an analysis of a larger trial, the Superior Yield of the New strategy of Enoxaparin, Revascularization, and GlYcoprotein IIb/IIIa inhibitors (SYNERGY) trial. The study included patients who met two of the following criteria: at least 60 years old, elevated heart markers and an electrocardiogram test that indicated a possible heart attack.
	This also may mean that patients are appearing at the hospital 

earlier  because they recognize the symptoms of a heart attack


Pitt study notes decline in male births in the US and Japan

PITTSBURGH, April 9 – A study published in this week’s online edition of Environmental Health Perspectives reports that during the past thirty years, the number of male births has decreased each year in the U.S. and Japan. In a review of all births in both countries, the University of Pittsburgh-led study found significantly fewer boys being born relative to girls in the U.S. and Japan, and that an increasing proportion of fetuses that die are male. They note that the decline in births is equivalent to 135,000 fewer white males in the U.S. and 127,000 fewer males in Japan over the past three decades and suggest that environmental factors are one explanation for these trends.


“The pattern of decline in the ratio of male to female births remains largely unexplained,” said Devra Lee Davis, Ph.D., M.P.H., lead investigator of the study, director of the University of Pittsburgh Cancer Institute’s Center for Environmental Oncology and professor of epidemiology, University of Pittsburgh Graduate School of Public Health. “We know that men who work with some solvents, metals and pesticides father fewer baby boys. We also know that nutritional factors, physical health and chemical exposures of pregnant women affect their ability to have children and the health of their offspring. We suspect that some combination of these factors, along with older age of parents, may account for decreasing male births.”


Dr. Davis explained that environmental factors, such as prenatal exposure to endocrine- disrupting environmental pollutants may impact the SRY gene – a gene on the Y chromosome that determines the sex of a fertilized egg. Other environmental factors that also may affect the viability of a male fetus include the parents’ weight, nutrition and the use of alcohol and drugs.


In the study, Dr. Davis and her colleagues reported an overall decline of 17 males per 10,000 births in the U.S. and a decline of 37 males per 10,000 births in Japan since 1970. They also found that while fetal death rates have generally decreased, the proportion of male fetuses that die has continued to increase. In Japan, among the fetuses that die, two-thirds are male, up from just over half in 1970.


The study also examined the ratio of African-American male to female births to that of whites in the U.S. The researchers found that while the number of African-American male births has increased modestly over time, the ratio of male to female births for African-Americans remains lower than that of whites. In addition, they noted that African-Americans have a higher fetal mortality rate overall and a higher proportion of male fetuses that die.


“These results are not surprising since the black-white ratio in terms of infant mortality has remained the same for almost 100 years,” said Lovell A. Jones, Ph.D., study co-investigator and professor and director, Center for Research on Minority Health, department of health disparities research, University of Texas M.D. Anderson Cancer Center. “Given the higher mortality rates for African-American males in the United States, these results reemphasize the need to determine all factors, including environmental contaminants, which are responsible for this continuing health disparity.”


“Given the importance of reproduction for the health of any species, the trends we observed in the U.S. and Japan merit concern,” added Dr. Davis. “In light of our findings, more detailed studies should be carried out that examine sex ratio in smaller groups with defined exposures as a potential indicator of environmental contamination.”
FSU anthropologist finds earliest evidence of maize farming in Mexico

TALLAHASSEE, Fla.--A Florida State University anthropologist has new evidence that ancient farmers in Mexico were cultivating an early form of maize, the forerunner of modern corn, about 7,300 years ago - 1,200 years earlier than scholars previously thought.


Professor Mary Pohl conducted an analysis of sediments in the Gulf Coast of Tabasco, Mexico, and concluded that people were planting crops in the "New World" of the Americas around 5,300 B.C. The analysis extends Pohl's previous work in this area and validates principles of microfossil data collection.


The results of Pohl's study, which she conducted along with Dolores R. Piperno of the National Museum of Natural History in Washington, D.C. and the Smithsonian Tropical Research Institute in the Republic of Panama, Kevin O. Pope of Geo Arc Research and John G. Jones of Washington State University, will be published in the April 9-13 edition of the journal Proceedings of the National Academy of Sciences.


"This research expands our knowledge on the transition to agriculture in Mesoamerica," Pohl said. "These are significant new findings that fill out knowledge of the patterns of early farming. It expands on research that demonstrates that maize spread quickly from its hearth of domestication in southwest Mexico to southeast Mexico and other tropical areas in the New World including Panama and South America."


The shift from foraging to the cultivation of food was a significant change in lifestyle for these ancient people and laid the foundation for the later development of complex society and the rise of the Olmec civilization, Pohl said. The Olmecs predated the better known Mayans by about 1,000 years.


"Our study shows that these early maize cultivators located themselves on barrier islands between the sea and coastal lagoons, where they could continue to fish as well as grow crops," she said.


During her field work in Tabasco seven years ago, Pohl found traces of pollen from primitive maize and evidence of forest clearing dating to about 5,100 B.C. Pohl's current study analyzed phytoliths, the silica structure of the plant, which puts the date of the introduction of maize in southeastern Mexico 200 years earlier than her pollen data indicated. It also shows that maize was present at least a couple hundred years before the major onset of forest clearing. Traces of charcoal found in the soil in 2000 indicated the ancient farmers used fire to clear the fields on beach ridges to grow the crops.


"This significant environmental impact of maize cultivation was surprisingly early," she said. "Scientists are still considering the impact of tropical agriculture and forest clearing, now in connection with global warming."


The phytolith study also was able to confirm that the plant was, in fact, domesticated maize as opposed to a form of its ancestor, a wild grass known as teosinte. Pohl and her colleagues were unable to make the distinction after the pollen study. Primitive maize was probably domesticated from teosinte and transported to the Gulf Coast lowlands where it was cultivated, according to Pohl.


The discovery of cultivated maize in Tabasco, a tropical lowland area of Mexico, challenges previously held ideas that Mesoamerican farming originated in the semi-arid highlands of Mexico and shows an early exchange of food plants.


Pohl's PNAS article also addresses misconceptions about the paleoecological method, which recovers microfossil evidence, such as pollen, starch grains, or phytoliths, as opposed to macrofossils or whole plant parts, such as maize cobs. Pohl and her colleagues argue that contamination of samples through the geological processes of sediment mixing is more likely to occur with macrofossils than microfossils.
CT imaging with use of novel contrast agent may predict heart attack in waiting

(New York, New York) – A new imaging technology may hold the key to not only stopping heart attacks in their tracks but also preventing them for ever occurring. For the first time, researchers at Mount Sinai School of Medicine have shown the use multi-detector computed tomography (CT) imaging along with a novel contrast agent know as N1177 can detect dangerous, high-risk plaque which cause heart attack and stroke. The findings, published in the May issue of Nature Medicine and available online April 8, may help physicians diagnosis a heart attack before the attack occurs.


High-risk plaque is characterized by their cellular and biologic structure. High-risk plaque rich in macrophages or cells can rupture, eventually causing a heart attack or stroke. Early identification of high-risk plaque in coronary arteries may be useful to prevent cardiac events but one major hurdle in detecting high-risk plaque is the lack of an imaging modality that allows physicians to see the composition of dangerous plaque, explains study author Zahi A. Fayad, PhD, FAHA, FACC, Professor of Radiology and Medicine (Cardiology) and director of the Translational and Molecular Imaging Institute at Mount Sinai School of Medicine. “Coronary CT imaging has advanced the diagnosis and prognosis of heart disease,” says Dr. Fayad. “But, what if we had the opportunity to prevent a heart attack from happening? This modality may allow us to do just that.”


A team of researchers led by Dr. Fayad tested an iodinated nanoparticulate contrast agent called N1177 for the detection of macrophages in an animal model with 64-slice CT. High-risk plaque in this animal model contained high levels of macrophages which are similar in size and content to human coronary plaques. Researchers compared the enhancement of macrophage rich plaque after the injection of N1177 and a conventional CT contrast agent. The enhancement of the macrophage rich plaque after the injection of N1177 was significantly higher and specific inside of the vessel wall than after injecting the conventional CT contrast agent.


“We were amazed at these results. The introduction of N1177 allows us for the first time to look directly at the coronary arteries and pinpoint these dangerous, heart attack causing plaque,” said Dr. Fayad.


“N1177 had successfully progressed through Phase 1 clinical trials for use as a cancer staging agent,” said Don Skerrett, chief executive officer of NanoScan Imaging, LLC, and provider of N1177. “The unique properties of N1177 make it a versatile agent with a range of applications including: intravenous administration for the assessment of atherosclerosis and identification of vulnerable plaque, inhalation delivery for improved lung cancer staging and subcutaneous delivery for assessing cancerous extension into lymph nodes.”


The Mount Sinai researchers also believe this development may have broader clinical implication. “N1177-enhanced CT will be helpful for diagnosis and prognosis of disease states. In the future, this technology may allow for the targeting of macrophages to specifically dispense therapeutic agents to disease tissue.”

-------------

About NanoScan Imaging


Located in Lansdale, PA, NanoScan Imaging (www.nanoscanimaging.com) was founded in August 2005 to manage the clinical development of N1177. N1177 is a water insoluble, iodinated nanoparticle contrast agent which is used to improve the clinical utility of computed tomography (CT) in diagnosing and managing many cardiovascular diseases and cancers.
Jefferson scientists identify protein key to breast cancer spread, potential new drug target

(PHILADELPHIA) Researchers at the Kimmel Cancer Center at Jefferson have identified a protein that they say is key to helping a quarter of all breast cancers spread. The finding, reported online the week of April 9, 2007 in the journal Proceedings of the National Academy of Sciences, could be a potential target for new drugs aimed at stopping or slowing the growth and progression of breast cancer.


Kimmel Cancer Center director Richard Pestell, M.D., Ph.D., professor and chair of cancer biology at Jefferson Medical College of Thomas Jefferson University in Philadelphia, and colleagues genetically engineered mice to lack the protein Akt1, which normally plays a role in keeping cells alive by interfering with programmed cell death. Breast and other cancers make an overabundance of the protein, and it’s thought to potentially affect survival of breast and other cancer cells as well.


To test that hypothesis, Dr. Pestell and his team bred the mice missing the gene for Akt1 with other mice that overexpressed the HER2-neu (ErbB2) oncogene, which leads to approximately 25 percent of all breast cancers. They then examined the role of Akt in the onset and progression of breast cancer in the resulting offspring.


To their surprise, mice lacking two copies of the gene that produces Akt1 rarely had any tumors. Those mice that carried only one copy of the Akt1 gene developed some tumors, but they were small and developed more slowly. Mice with two copies of Akt1 rapidly developed significant cancer.


“The finding was exciting because it told us that Akt1 is a potentially useful target for ErbB2-positive breast cancer,” Dr. Pestell says. “More interesting was that even if the mouse developed a tumor, it didn’t develop metastases. We proved that there was a requirement for Akt1 in metastasis, which makes Akt1 an exciting target for metastatic breast cancer. We knew that Akt1 could play a role in cell growth and size, but the idea that it could play a role in migration and metastasis was an unexpected new finding,”


The researchers also proved how, showing that Akt1 causes the cancer cells to secrete a factor – CXCL16 – that promotes breast cancer cell migration. Without Akt, cancer cells failed to migrate. They also showed that deleting Akt1 completely blocked breast cancer metastasis to the lungs, while mice that expressed Akt1 died from lung metastasis.


While scientists have looked at Akt as a drug target, notes Arthur Pardee, Ph.D., professor emeritus of medical oncology at the Dana-Farber Cancer Institute in Boston, its role in metastasis is less emphasized. “Blocking this with anti-Akt drugs might provide a novel treatment, especially against early cancers,” he says.


While the monoclonal antibody drug Herceptin has been very successful in treating ErbB2-positive breast cancer, patients can relapse, Dr. Pestell notes, and other drug targets are needed. The newly found secreted factor may prove to be such a target.


“We’d like to find a way of blocking CXCL16 production and see if it’s true in human breast cancers,” Dr. Pestell says. “Right now we are looking at patients’ samples to see whether this is important in promoting metastatic breast cancer of other types.”
Q & A

Calcium Calculus

By C. CLAIBORNE RAY

Q. Is there any difference in how the body deals with calcium from food versus supplements?

A. Calcium is found naturally in foods, is added to fortified foods like orange juice and is sold in various forms as nutritional supplements.


“Calcium that is absorbed from any of these winds up exactly the same way in the body, mainly as the mineral hydroxyapatite in bones and teeth,” said Dr. Sheldon S. Hendler, co-editor of The Physician’s Desk Reference for Nutritional Supplements.


Dairy products are the major food sources of calcium in the American diet. Calcium citrate and calcium carbonate are the two most popular forms of calcium supplements, and calcium citrate malate is used in food fortification.


“The processes leading to the uptake of calcium from all of these are similar,” Dr. Hendler said.


Typically, during digestion, calcium is freed from calcium complexes and released in a soluble form for absorption from the small intestine.


“The absorption efficiency of all these forms of calcium is similar, at about 30 percent,” Dr. Hendler said.


Some studies, but not all, suggest that the absorption efficiency of calcium citrate is greater than that of calcium carbonate, he said. Absorption efficiency of calcium carbonate on an empty stomach is poor and increases significantly when the supplement is taken with food. Calcium citrate can be taken with or without food.
The Search for the Female Equivalent of Viagra

By NATALIE ANGIER
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Even in the most sexually liberated and self-satisfied of nations, many people still yearn to burn more, to feel ready for bedding no matter what the clock says and to desire their partner of 23 years as much as they did when their love was brand new.


The market is saturated with books on how to revive a flagging libido or spice up monotonous sex, and sex therapists say “lack of desire” is one of the most common complaints they hear from patients, particularly women.


And though there may be legitimate sociological or personal underpinnings to that diminished desire — chronic overwork and stress, a hostile workplace, a slovenly or unsupportive spouse — still the age-old search continues for a simple chemical fix, Cupid encapsulated, a thrill in a pill.


Since the spectacular success of Viagra and similar drugs, the pharmaceutical industry has been searching for the female equivalent of Viagra — a treatment that would do for women’s most common sexual complaint, lack of desire, what sildenafil did for men’s, erectile dysfunction.


Initial trials of Viagra in women proved highly disappointing. True, the drug enhanced engorgement of vaginal tissue, just as it had of the penis, but that extra bit of pelvic swelling did nothing to amplify women’s desire for or enjoyment of sex.


What is needed for the treatment of so-called female hypoactive sexual desire disorder, researchers decided, is a reasonably safe and effective drug that acts on the central nervous system, on the pleasure centers of the brain or the sensory circuitry that serves them.


For a while, many sex therapists and doctors were optimistic about Procter & Gamble’s Intrinsa, a testosterone patch that delivers small transdermal pulses of the sex hormone thought to play a crucial if poorly understood role in male and female libido alike. But in 2005, the Food and Drug Administration refused to approve Intrinsa, declaring that its medical risks outweighed whatever modest and spotty benefits it might offer.


More recently, another potentially promising treatment for hypoactive desire has been making its way through clinical trials. The compound, called bremelanotide, is a synthetic version of a hormone involved in skin pigmentation, and it was initially developed by Palatin Technologies of New Jersey as a potential tanning agent to help prevent skin cancer. But when male college students participating in early safety tests began reporting that the drug sometimes gave them erections, the company began exploring bremelanotide’s utility as a treatment for sexual disorders.


Studies in rodents demonstrated that the drug not only gave male rats spontaneous erections, but also fomented sexual excitement in female rats, prompting them to wiggle their ears, hop excitedly, rub noses with males and otherwise display unmistakable hallmarks of rodent arousal.


Importantly, the females responded to the drug only under laboratory conditions where they could maintain a sense of control over the mating game. Take away the female’s opportunity to escape or proceed at her preferred pace, and no amount of bremelanotide would get those ears to wiggle. In other words, Annette M. Shadiack, director of biological research of Palatin, said, “this doesn’t look like a potential date-rape drug.”


Inspired by the rodent work, the company decided to give the drug a whirl on women. Results from a pilot study of 26 postmenopausal women with diagnoses of sexual arousal disorder suggest that bremelanotide may well have some mild aphrodisiacal properties.


Responding to questionnaires after taking either the drug or a dummy pill, 73 percent of the women on bremelanotide reported feeling genitally aroused, compared with 23 percent given the placebo; and 43 percent of the bremelanotide group said the treatment augmented their sexual desire, against only 19 percent of those on dummy pills.


Women in the treatment group also were slightly more likely to have sex with their partners during the course of the trial than were those in the control group, although who initiated the romps was not specified.


Larger trials of the drug at some 20 clinical centers around the United States are now under way. Among other things, the researchers will try adjusting the dosage to see if more bremelanotide may provoke a more robust response with a minimum of unpleasant or embarrassing side effects.


For example, researchers are as yet unsure whether sustained use of bremelanotide will end up doing what the drug was meant to do in the first place, and bestow on its beaming clients a truly healthy tan.
Astronomer Sees Signs of Water in Atmosphere of a Dusty Planet

By DENNIS OVERBYE

There might be water beyond our solar system after all.


An alien planet that appeared to be dry, dark and dusty has water in its atmosphere, an astronomer said yesterday, but some of the astronomers who had made the earlier observations said his conclusions might be premature.


The planet, known as HD 209458b, circles a Sun-like star about 150 light-years away in Pegasus, passing between its star and Earth every 3.6 days. Last winter, two teams using the Spitzer Space Telescope failed to find signs of water in its atmosphere, causing consternation among planetary theorists.


All their models indicate that water vapor is one of the fundamental elements of planetary composition.


In the new work, Travis Barman of Lowell Observatory in Flagstaff, Ariz., made numerical models of the planet’s atmosphere, assuming there was water. Dr. Barman then compared them with measurements made with the Hubble Space Telescope when light was shining through the edge of the planet’s atmosphere as it passed in front of its star.


The Hubble observations were made by a team led by Heather Knutson, a graduate student at the Harvard-Smithsonian Center for Astrophysics.


The correlation between the bumps and wiggles predicted and observed, Dr. Barman said, “is a powerful clue that water is present.”


Without water, the results would not match, he said in an e-mail message. “Water has been predicted to be present by many models (not just mine) for a long time,” he said.


Dr. Barman said the earlier Spitzer observations, which were announced in February, might have failed to find water because they were made when the planet was passing behind its star, fully illuminated from the front. That situation, observers say, could make it difficult to see water even if it were there.


David Charbonneau of Harvard, a member of Ms. Knutson’s team and a longtime student of the planet, called Dr. Barman’s results “intriguing,” but cautioned that he might be misreading the Hubble results, which were published in the Astrophysical Journal in February.


The paper, Dr. Charbonneau said, pointed out that some of the Hubble data might be due to the telescope and instrument, not the planet.
How Did the Universe Survive the Big Bang? In This Experiment, Clues Remain Elusive

By KENNETH CHANG
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An experiment that some hoped would reveal a new class of subatomic particles, and perhaps even point to clues about why the universe exists at all, has instead produced a first round of results that are mysteriously inconclusive.


“It’s intellectually interesting what we got,” said Janet M. Conrad, professor of physics at Columbia University and a spokeswoman for a collaboration that involves 77 scientists at 17 institutions. “We have to figure out what it is.”


Dr. Conrad and William C. Louis, a physicist at Los Alamos National Laboratory, presented their initial findings in a talk yesterday at the Fermi National Accelerator Laboratory, outside Chicago, where the experiment is being performed.


The goal was to confirm or refute observations made in the 1990s in a Los Alamos experiment that observed transformations in the evanescent but bountiful particles known as neutrinos. Neutrinos have no electrical charge and almost no mass, but there are so many of them that they could collectively outweigh all the stars in the universe. 
A schematic of the detection chamber and, inside it, a cascade of subatomic particles.  Fermilab

Although many physicists remain skeptical about the Los Alamos findings, the new experiment has attracted wide interest. The Fermilab auditorium was filled with about 800 people, and talks were given at the 16 additional institutions by other collaborating scientists. That reflected in part the hope of finding cracks in the Standard Model, which encapsulates physicists’ current knowledge about fundamental particles and forces.


The Standard Model has proved remarkably effective and accurate, but it cannot answer some fundamental questions, like why the universe did not completely annihilate itself an instant after the Big Bang.


The birth of the universe 13.7 billion years ago created equal amounts of matter and antimatter. Since matter and antimatter annihilate each other when they come in contact, that would have left nothing to coalesce into stars and galaxies. There must be some imbalance in the laws of physics that led to a slight preponderance of matter over antimatter, and that extra bit of matter formed everything in the visible universe.


The imbalance, some physicists believe, may be hiding in the dynamics of neutrinos.


Neutrinos come in three known types, or flavors. And they can change flavor as they travel, a process that can occur only because of the smidgen of mass they carry. But the neutrino transformations reported in the Los Alamos data do not fit the three-flavor model, suggesting four flavors of neutrinos, if not more. Other data, from experiments elsewhere, have said the additional neutrinos would have to be “sterile” — completely oblivious to the rest of the universe except for gravity.


The new experiment is called MiniBooNE. (BooNE, pronounced boon, is a contraction of Booster Neutrino Experiment. “Booster” refers to a Fermilab booster ring that accelerates protons, and “mini” was added because of plans for a second, larger stage to the research.)


MiniBooNE sought to count the number of times one flavor of neutrino, called a muon, turned into another flavor, an electron neutrino. The experiment slams a beam of protons into a piece of beryllium, and the cascade of particles from the subatomic wreckage includes muon neutrinos that fly about 1,650 feet to a detection chamber, a tank 40 feet in diameter that contains 250,000 gallons of mineral oil.


Most of the neutrinos fly through unscathed, but occasionally a neutrino crashes into a carbon atom in the mineral oil. That sets off another cascade of particles, which is detected by 1,280 light detectors mounted on the inside of the tank.


From the pattern of the cascades, the physicists could distinguish whether the incoming neutrino was of muon flavor or electron. To minimize the chances of fooling themselves, they deliberately did not look at any of the electron neutrino events until they felt they had adequately understood the much more common muon neutrino events. They finally “opened the box” on their electron neutrino data on March 26 and began the analysis leading to their announcement yesterday.


For most of the neutrino energy range they looked at, they did not see any more electron neutrinos than would be predicted by the Standard Model. That ruled out the simplest ways of interpreting the Los Alamos neutrino data, Dr. Conrad and Dr. Louis said.


But at the lower energies, the scientists did see more electron neutrinos than predicted: 369, rather than the predicted 273. That may simply mean that some calculations are off. Or it could point to a subtler interplay of particles, known and unknown.


“It’s tantalizing,” said Boris Kayser, a Fermilab physicist not on the MiniBooNE project. “It could be real. But this remains to be established.”


Dr. Louis said he was surprised by the results. “I was sort of expecting a clear excess or no excess,” he said. “In a sense, we got both.”
Making a mint out of the Moon

By Nick Davidson BBC Horizon

From his office in Nevada, entrepreneur Dennis Hope has spawned a multi-million-dollar property business selling plots of lunar real estate at $20 (£10) an acre.


Mr Hope exploited a loophole in the 1967 UN Outer Space Treaty and he has been claiming ownership of the Earth's Moon - and seven planets and their moons - for more than 20 years.


These are "truly unowned lands", he says. "We're doing exactly what our forefathers did when they came to the New World from the European continent."


Hope says he has so far sold more than 400 million acres (1.6 million sq km), leaving a further eight billion acres still up for grabs.


Buyers include Hollywood stars, large corporations - including the Hilton and Marriot hotel chains - and even former US presidents Ronald Reagan and Jimmy Carter. George W Bush is also said to be a stake holder.


Mr Hope claims to be selling 1,500 lunar properties a day. He allocates land by simply closing his eyes and pointing to a map of the Moon.


"It's not very scientific but it's kinda fun," he says. It is fun that has already made him $9m (£4.5m).


The next race to exploit the Moon was started by President George Bush in January 2004, when he committed the US to returning to the Moon by as early as 2017.


He said the US aimed to establish a long-term lunar base by about 2020.


"We're talking about not just going there to stay three days," says Nasa rocket engineer Dr John Connolly. This time, he says, "we're talking about the idea of learning to live there."

Commercial frontier


Other countries are also making plans.


China - which has already successfully launched two manned space missions - has announced a similar timetable.


Russia, for nearly 50 years one of the world's leading space powers, may not be far behind. Europe, Japan and India have also expressed an interest.


Behind all this lies a growing belief that, within a matter of decades, the Moon will be much more than a scientific outpost; it could become a vital commercial frontier.


Large private companies and rich entrepreneurs have also seen a new business opportunity.


One of the biggest is US space contractor Lockheed Martin, which is currently developing technologies that will enable future lunar residents to exploit the lunar surface.


In particular, it is working on a process which will convert Moon dust into oxygen and water. It may even be able to turn it into rocket fuel.


"Just like we use resources here on Earth in order to live off the land - you can do the same thing on the Moon," says Lockheed Martin's Dr Larry Clark.


But this is peanuts compared with what scientists believe is the real prize lying in the moon rocks.

Mining the Moon


Data collected from the Apollo Moon landings have indicated that large deposits of an extremely rare gas called helium 3 are trapped in the lunar soil.


Scientists believe that this helium 3 could be used to create a new source of almost inexhaustible, clean, pollution-free energy on Earth.


One of them is Dr Harrison Schmitt, a member of the 1972 Apollo 17 mission and the only trained geologist ever to walk on the Moon.


"A metric ton of helium 3 would supply about one-sixth of the energy needs today of the British Isles," he claims.


Plans are already afoot in the US and Russia to strip-mine lunar helium 3 and transport it the 240,000 miles (385,000km) back to Earth.


The Moon, claims Professor Jerry Kulcinski of the University of Wisconsin-Madison, could become the Persian Gulf of the 21st Century.


"If we had gold bricks stacked up on the surface of the Moon, we couldn't afford to bring them back. This material - at several billion dollars a tonne - is what makes it all worthwhile."

Lone voice


Not everybody is happy with the idea of exploiting the Moon.


Edgar Mitchell was a member of the 1971 Apollo 14 lunar mission. He is worried that, in our rush to exploit it, we could also destroy valuable scientific information.


"As far as how the Universe works, we're just barely out of the trees. Until we know what the Moon is really all about, the idea of trying to commercialise it is, in my opinion, a misplaced idea," he argues.


Yet, he is almost a lone voice.


"The Moon is such a rich scientific destination, I think we need to look at it just the way we do the South Pole," explains Dr Connolly.


"We should go there, find everything there is to find out scientifically. There are a number of resources that we know can be of great benefit."
Water helps earthquake-ravaged Earth to heal

* 17:53 10 April 2007

* Michael Reilly

The geological scar left by the devastating earthquake off the coast of Sumatra in December 2004 has healed more quickly than expected.


Satellite measurements of Earth's gravitational field taken just after the quake show it left a depression 8 millimetres deep in the crust and shallow mantle. While this does not seem like much, the shifting mass jolted Earth's axis of rotation enough to move the poles by 10 centimetres.


In under a year, however, the depression had nearly vanished – something that surprises geologists, because according to models of how rocks in the mantle move it should have taken 20 years. "It's almost impossible for rocks to move, that quickly," says Kosuke Heki of Hokkaido University in Sapporo, Japan.


So Heki's team developed a new model to show how Earth could have healed itself in as little as seven months. The key, he says, is that the mantle beneath the 1200-kilometre fault has more water than usual – about 1% of the rock by weight. As the water is under intense heat and pressure, it behaves like a gas and can move through kilometres of solid rock in a short time.


In his model, water flows from rocks compressed by the quake into those that expanded as it released their stresses. The influx causes the de-stressed rocks to return to their original state faster. The model also suggests that the extent of permanent shifts in Earth's rotational axis due to strong quakes would be less than expected.  Journal reference: Geophysical Research Letters (vol 34, p L06313)
'Rebuilt' immune system shakes off diabetes

* 21:00 10 April 2007

* NewScientist.com news service
* Roxanne Khamsi

Diabetics appear to have been cured with a one-off treatment that rebuilds their immune system, according to a new study.


The technique, which uses patients' own bone marrow cells, has freed 14 of 15 patients with type 1 diabetes from their dependence on insulin medication.


So far, participants in the trial have gone 18 months without insulin therapy following the procedure, on average. One patient has lasted three years without needing such injections.


In patients with type 1 diabetes, which typically strikes in early childhood or adolescence, the immune system appears to erroneously attack cells in the pancreas that produce the hormone insulin. Without insulin, blood sugar levels in the body spiral out of control. People with diabetes receive insulin therapy, often in the form of self-injected shots, to keep their blood sugar levels under control.

Wipe out


Scientists have speculated that "resetting" the immune system might stop it from attacking the insulin-producing cells in the pancreas.


Julio Voltarelli, at the University of Sao Paulo in Brazil, and colleagues recruited 15 people aged 14 to 31 years who had recently been diagnosed with type 1 diabetes. Roughly 60% to 80% of these patients' insulin-producing cells had been destroyed by the time of their diagnosis, and all needed regular insulin shots.


The researchers removed bone marrow stem cells from the patients, who were then given drugs such as cytotoxan to wipe out their immune cells. Without an immune system, the patients were vulnerable to infection and so they were given antibiotics and kept in an isolation ward. They participants did not undergo radiation treatment – as leukaemia patients often do as part of a bone marrow transplant – and so had fewer side effects and less risk of organ damage.


Two weeks later, the patients received infusions of their own stem cells into their bloodstream via the jugular vein, which re-established their immune systems.


Throughout this time and following the stem cell transplant, the research team continued taking blood samples to assess how much insulin each patient required.

Free for life?


Of the 15 patients, 12 no longer needed insulin shots within a few days of undergoing the procedure. One patient from the group had a relapse and needed to take insulin for one year, before becoming insulin-independent again – and has remained this way for 5 months.


Of the remaining two participants, one stopped needing insulin shots for one year after the transplant but has spent the past two months back on the shots, and the final participant's diabetes did not respond to the stem cell treatment.


Those who responded to the treatment have not needed insulin shots – so far, for an average 18 months – and had not relapsed at the time of study publication. One patient had gone as long as 35 months without needing insulin therapy. "It may be that they become insulin-free for life. We don't know," says Voltarelli.


Exactly why some patients responded to the treatment and one did not remains a mystery. "It could be due to differences in genetic background or severity of the immune attack," Voltarelli suggests.


During the course of the trial, one patient developed pneumonia as a result of the immune-suppressing drugs used in the procedure. Two others developed complications, including thyroid dysfunction and early menopause, but it is not clear if these relate to the stem cell transplant

Honeymoon period


Jay Skyler, who heads the Diabetes Research Institute at the University of Miami in Florida, US, cautions that the trial did not include a control group. Skyler adds some people experience a remission of symptoms shortly after being diagnosed with type 1 diabetes, and the increase in insulin production seen among study participants might be related to this "honeymoon period".


Skyler also notes it is unclear exactly how the insulin production in the patients increased.


Still, he says that the trial has "shown some potentially promising results". And Voltarelli is hopeful that this type of approach could help patients with type 1 diabetes avoid some of the long-term complications that arise from the illness, such as kidney, eye and nerve damage, which result from chronically high levels of blood sugar.  Journal reference: Journal of the American Medical Association (vol 297, p 1568)
For plants on alien worlds, it isn't easy being green

* 14:56 11 April 2007
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* NewScientist.com news service

* Jeff Hecht


The greenery on other planets may not be green. Astrobiologists say plants on Earth-sized planets orbiting stars somewhat brighter than the Sun may look yellow or orange, while those on planets orbiting stars much fainter than the Sun might look black.


Vegetation colour matters to astrobiologists because they want to know what to look for as a sign of life on planets outside the solar system. Terrestrial photosynthesis depends mostly on red light, the most abundant wavelength reaching the Earth's surface, and blue light, the most energetic. Plants also absorb green light, but not as strongly, so leaves look green to the eye.
Plants on Earth-like planets orbiting stars somewhat brighter than the Sun might look yellow or orange (Illustration: Doug Cummings/Caltech)

Extraterrestrial plants will look different because they have evolved their own pigments based on the colours of light reaching their surfaces, says Nancy Kiang of the NASA Goddard Institute for Space Sciences in New York, US.


To determine the best colours for photosynthesis on other planets, Kiang worked with NASA's Virtual Planetary Laboratory at Caltech to determine the light reaching the surfaces of Earth-sized worlds orbiting their host stars at distances where liquid water – and therefore life – could exist. The results depended on the star's brightness and the planet's atmosphere.

Autumn colours


Brighter stars emit more blue and ultraviolet light than the Sun. An oxygen atmosphere would form ozone that blocks the ultraviolet but transmits more blue light to the ground than on the Earth. In response, life would evolve a type of photosynthesis that strongly absorbs blue light, and probably green as well. Kiang says yellow, orange, and red would likely be reflected, so the foliage would wear bright autumn colours all year round.


A star slightly dimmer than the Sun would deliver a solar-like spectrum to the surface of a terrestrial planet, so its foliage would look much like the Earth's.


But plants would be different on planets orbiting small M-type stars, or red dwarfs, which are between 10% and 50% the mass of the Sun. Red dwarfs, which comprise 85% of the galaxy's stars, emit strongly at invisible infrared wavelengths but produce little blue light.


"They'll definitely be absorbing in the infrared," unlike terrestrial plants, Kiang told New Scientist. Because they would benefit by absorbing visible light, she says they might look black, although she admits that any colour might be possible. Whatever their colour, the plants would likely look dark to humans because little visible light would reach the ground.

Floating and sinking


Photosynthesis might not draw enough energy from infrared light to produce the oxygen needed to block dangerous ultraviolet light from the dwarfs.


But if there were at least 9 metres of water on the planet, mats of algae would be protected from the planet-scalding ultraviolet flares produced by young red dwarf stars, says Victoria Meadows of Caltech, principal investigator at the Virtual Planetary Laboratory.


She envisions a bizarre world where microbial mats float near the surface for efficient photosynthesis when the star is calm, then sink to a safe depth when a flare hits.


Life could spread further when the stars pass their flare stage, she told New Scientist: "M stars don't produce a lot of ultraviolet once they quiet down, so you don't need an oxygen layer to shield [life] from the ultraviolet."  Journal reference: Astrobiology (vol 7, p 252)
Crystals twist about in response to light

* 18:00 11 April 2007

* NewScientist.com news service

* Mason Inman

All it takes is a burst of light to make a new class of shape-changing crystals snap into different configurations.


To demonstrate the trick, Japanese researchers created a tiny rod made from the crystal that flings a far-heavier gold sphere when stimulated with light (1MB .mov video, 1/100th normal speed). They say the material could find practical applications as tiny light-triggered switches, valves, and pumps.
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Crystals that change shape in response to electricity are known as piezoelectrics, and are already widely used. But researchers have been searching for useful materials that change shape in response to light for some time. There are many examples, but they generally move slowly, show only small changes in shape or size, or are unstable.


Now Masahiro Irie of Kyushu University in Japan and colleagues have found a type of crystal that could be much more useful. They created the crystal out of molecules called diarylethenes, and found that they expand or twist when hit with the right shade of ultraviolet light. 
Time-staggered images show a rod-like crystal (200 microns long) flicking a gold sphere when exposed to ultraviolet light (Image: Nature)

In these Y-shaped molecules, UV light causes a new bond to form near the branch of the Y, creating a carbon ring that twists the shape. Shining visible light on the crystal breaks the bond and switches the molecule back to its original shape.

Rigid reaction


If molecules that change shape in response to light are bound in a crystal, they are usually prevented them from shape-shifting. Or if shape-changing occurs, it makes the crystal break.


"Our molecules induce very small geometrical changes upon photo-irradiation," Irie says. "This is the reason why the reactions [are able to] take place in rigid crystals."


But these small changes of each molecule add up to a relatively large change across the whole crystal, making the whole crystal 'bend' (1MB .mov video, 1/3rd normal speed), while other molecular bonds shift within the crystal. The structure can expand or contract by about 7% – much more than most piezoelectric materials – and just as quickly (in about 25 microseconds).


Surprisingly, the crystals also hold together when only some of the molecules change their shape. To demonstrate this, Irie and colleagues made a slender rod of the material, about 250 micrometres long, and hit it with light from one side.

Launch rod


This light beam made just side of the rod contract, so it bent toward the light, moving about 50 micrometres – enough to move a gold sphere that weighed 90 times as much as the rod itself (pictured). "It's a very beautiful piece of work," says Mark Warner at the University of Cambridge. He foresees many possible applications for these shape-changing crystals, such as microscopic valves, pumps or switches.


Crystals that respond to light have advantages over those that respond to electricity, Warner adds. "Electric fields can be difficult to use in a vacuum, or with conducting materials around," he says, adding that the new materials could provide a useful alternative.  Journal reference: Nature (vol 446, p 778)
Use of hydrocortisone reduces incidence of atrial fibrillation after cardiac surgery


Patients who receive corticosteroids after cardiac surgery have a significantly lower risk of atrial fibrillation in the days following the surgery, according to a study in the April 11 issue of JAMA.


Atrial fibrillation (AF) is the most common arrhythmia to occur after cardiac surgery. The incidence of AF has been reported to range between 20 percent and 40 percent after coronary artery bypass graft (CABG) surgery and is even higher after heart valve surgery and combined valve and bypass surgery, according to background information in the article. AF is associated with increased illness, including increased risk of stroke and need for additional treatment, with prolonged hospital stay and increased costs. A high inflammatory response after surgery has been thought to be partly responsible for AF.


Jari Halonen, M.D., of Kuopio University Hospital, Kuopio, Finland, and colleagues conducted a randomized multicenter trial to test whether intravenous corticosteroid administration prevents AF after cardiac surgery. The study, conducted at three university hospitals in Finland, included 241 patients without prior AF who were scheduled to undergo CABG surgery, aortic valve replacement, or combined CABG surgery and aortic valve replacement. Patients were randomized to receive either 100-mg hydrocortisone or matching placebo the evening of the operative day, then 1 dose every 8 hours during the next 3 days.


There were 94 patients who had AF during the first 84 hours after cardiac surgery. Patients randomized to the hydrocortisone group were significantly less likely to have AF than patients randomized to the placebo group (36/120 [30 percent] vs. 58/121 [48 percent]. The relative risk reduction was 37 percent. The first AF episode occurred later in patients randomized to the hydrocortisone group. The incidence of in-hospital AF was also significantly lower in the hydrocortisone group than in the placebo group. Compared with those receiving placebo, patients receiving hydrocortisone did not have higher rates of infections or major complications.


"We conclude that intravenous administration of hydrocortisone is efficacious and well tolerated in the prevention of AF after cardiac surgery. Larger trials will be needed to confirm our findings and determine short- and long-term safety of corticosteroids to prevent postoperative AF and other arrhythmias," the authors write.
Stress may help cancer cells resist treatment, research shows

WINSTON-SALEM, N.C. -- Scientists from Wake Forest University School of Medicine are the first to report that the stress hormone epinephrine causes changes in prostate and breast cancer cells that may make them resistant to cell death.


"These data imply that emotional stress may contribute to the development of cancer and may also reduce the effectiveness of cancer treatments," said George Kulik, D.V.M., Ph.D., an assistant professor of cancer biology and senior researcher on the project.


The study results are reported on-line in the Journal of Biological Chemistry and will appear in a future print issue.


Levels of epinephrine, which is produced by the adrenal glands, are sharply increased in response to stressful situations and can remain continuously elevated during persistent stress and depression, according to previous research. The goal of the current study was to determine whether there is a direct link between stress hormones and changes in cancer cells.


While a link between stress and cancer has been suggested, studies in large groups of people have been mixed.


"Population studies have had contradictory results," said Kulik. "We asked the question, ‘If stress is linked to cancer, what is the cellular mechanism?’ There had been no evidence that stress directly changes cancer cells."


Studying prostate and breast cancer cells in the laboratory, Kulik and colleagues found that a protein called BAD – which causes cell death – becomes inactive when cancer cells are exposed to epinephrine.


Kulik said that connection between stress and prostate cancer has been largely unexplored. However, recent studies suggest that these laboratory findings may apply to cancer patients.


"A study from Canada showed that men who took beta blockers for hypertension for at least four years had an 18 percent lower risk of prostate cancer," said Kulik. "These drugs block the effects of epinephrine, which could explain the finding. Another study of men after radical prostatectomy reported increased mood disturbances, which are often associated with elevated stress hormones. Although these studies do not directly address the role of stress hormones, they suggest that stress hormones may play an important role in prostate cancer."


Kulik said the findings have several implications for patients and for researchers.


"It may be important for patients who have increased responses to stress to learn to manage the effects," said Kulik. "And, the results point to the possibility of developing an intervention to block the effects of epinephrine."


Kulik is now studying blood samples of prostate cancer patients to determine if there is a link between levels of stress hormones and severity of disease and has begun studying the effects of epinephrine in mice with prostate cancer.
NASA data show earthquakes may quickly boost regional volcanoes


Scientists using NASA satellite data have found strong evidence that a major earthquake can lead to a nearly immediate increase in regional volcanic activity.


The intensity of two ongoing volcanic eruptions on Indonesia’s Java Island increased sharply three days following a powerful, 6.4-magnitude earthquake on the island in May 2006. The increased volcanic activity persisted for about nine days.


"During this period, we found clear evidence that the earthquake caused both volcanoes to release greater amounts of heat, and lava emission surged to two to three times higher than prior to the tremor," said study lead author Andrew Harris, University of Hawaii, Honolulu. The research was recently published in the American Geophysical Union's Geophysical Research Letters.


While scientists have long debated whether earthquakes can trigger new volcanic eruptions, this study linked an earthquake to enhanced volcanic activity at two ongoing eruptions that were being closely monitored by satellite-based sensors on a daily basis.


At the time of the earthquake, each volcano was being checked for changes in heat output by satellite sensors as part of a routine global "hot spot" monitoring effort that uses near real-time satellite data from NASA's Terra and Aqua satellites.


Maps of worldwide hot spot activity are created with data from the Moderate Resolution Imaging Spectroradiometer (MODIS) instrument on these satellites, pinpointing locations where surface temperatures are much hotter than their surroundings. The scientists combined these data with other details about the Indonesian volcanoes gathered by the satellites to analyze temperature and lava output rates at both volcanoes over a 35-day period spanning the earthquake.


The two volcanoes, Merapi and Semeru, are about 260 kilometers (162 miles) apart and roughly 50 kilometers (31 miles) north and 280 kilometers (174 miles) east of the earthquake epicenter, respectively. Given these distances, the researchers believe underground stresses from the earthquake's seismic waves likely acted to pump magma -- molten rock beneath the surface -- into the conduit to the surface, ultimately increasing eruption rates.


"The responses at Merapi and Semeru lagged about three days behind the triggering earthquake, which may reflect the time it took the change felt by magma residing at deeper levels to be transmitted to the surface," said Harris.


The researchers concluded that regional earthquake events have sufficient power to modify the intensity of activity at ongoing eruptions, although they may not always be able to trigger new volcanic eruptions.


They also noted that the Java earthquake had a significant influence on the volcanoes for a relatively short period of several days, suggesting that catching the effect of a quake on an eruption requires careful observation. "Eruptions must be closely and continuously monitored in the days immediately before, during and after an earthquake if we are to link any earthquake with enhanced volcanic activity," added Harris.


Satellite monitoring may be able to play a predictive role in eruptions, rather than just its more traditional responsive role, according to the study. Instruments on today's advanced satellites are providing new and considerably more data to help scientists better track and understand volcanic eruptions.


"The satellite data we have now -- from MODIS, NASA's Advanced Spaceborne Thermal Emission and Reflection Radiometer and the Landsat-7 satellite -- give us fresh insights into the behavior of volcanic systems around the entire globe," said Harris. "This worldwide perspective would not have been possible using ground-based sensors; there are too many unmonitored sectors and periods. We simply could not have uncovered our results without the continuous and global data provided by MODIS."


The researchers are currently reviewing older MODIS hot spot data, which extends back to 2000, to uncover additional earthquake-induced responses at erupting volcanoes in hope of identifying patterns that might be used to build a predictive model for forecasting earthquake-induced changes in activity at erupting volcanoes.
Malpractice Study: Juries Sympathize More with Doctors

MU law professor finds that patients lose nearly half of the cases they were expected to win

COLUMBIA, Mo. - There's a common belief that juries frequently side with patients in lawsuits involving medical malpractice. A legal professor at the University of Missouri-Columbia's School of Law insists that's not the case.


Philip Peters, who is the Ruth L. Hulston Professor of Law at MU, said that contrary to popular belief, juries actually sympathize more with doctors and less with their patients. The determination was made following an extensive review of numerous studies examining malpractice cases from 1989 to 2006. The studies focused on all medical specialties and evaluated expert medical opinions and the merits of malpractice claims. Peters' research involves medical negligence cases from New Jersey, Michigan and North Carolina; cases of national significance; and those involving major insurers.


"The data show that defendants and their hired experts are more successful than plaintiffs and their hired experts at persuading juries to reach verdicts that are contrary to the evidence," Peters said.


He found that:

- Negligence matters and plaintiffs rarely win weak cases. Plaintiffs have more success in toss-up cases and have better outcomes in cases with strong evidence of medical negligence.

- Juries have the ability to recognize weak cases and agree with independent legal experts 80 to 90 percent of the time regarding such cases.

- Doctors are victorious in 50 percent of the cases that independent legal experts expected plaintiffs to win.

- Factors systematically favor medical defendants in the courtroom. Those factors include the defendant's superior resources, the social standing of physicians, social norms against "profiting" by injury and the jury's willingness to give physicians the "benefit of the doubt" when the evidence of negligence is conflicting.

"When the jury is in doubt after hearing the conflicting experts, the benefit of that doubt usually goes to the defendant," he said. "This is the opposite of the assumption made by critics of jury decision making."

An abstract is available online at: http://papers.ssrn.com/sol3/papers.cfm?abstract_id=929474. The complete article, "Doctors & Juries," will be published in the May edition of the Michigan Law Review.
Lithium Builds Gray Matter in Bipolar Brains, UCLA Study Shows


Neuroscientists at UCLA have shown that lithium, long the standard treatment for bipolar disorder, increases the amount of gray matter in the brains of patients with the illness.


The research is featured in the July issue of the journal Biological Psychiatry and is currently available online.


Carrie Bearden, a clinical neuropsychologist and assistant professor of psychiatry at UCLA, and Paul Thompson, associate professor of neurology at the UCLA Laboratory of NeuroImaging, used a novel method of three-dimensional magnetic resonance imaging (MRI) to map the entire surface of the brain in people diagnosed with bipolar disorder.


When the researchers compared the brains of bipolar patients on lithium with those of people without the disorder and those of bipolar patients not on lithium, they found that the volume of gray matter in the brains of those on lithium was as much as 15 percent higher in areas that are critical for attention and controlling emotions.


The neurobiological underpinnings of bipolar disorder — an illness marked by a roller coaster of emotions between mania and depression — are not well understood. Nor is it understood how lithium works in controlling these severe mood swings, even though it has been the standard treatment for some 50 years. These new findings suggest that lithium may work by increasing the amount of gray matter in particular brain areas, which in turn suggests that existing gray matter in these regions of bipolar brains may be underused or dysfunctional.


This is the first time researchers were able to look at specific regions of the brain that may be affected by lithium treatment in living human subjects, said Bearden.


"We used a novel method for brain imaging analysis that is exquisitely sensitive to subtle differences in brain structure," she said. "This type of imaging has not been used before to study bipolar patients. We also revealed how commonly used medications affect the bipolar brain."


Although other studies have measured increases in the overall volume of the brain, Bearden said, this imaging method allowed the researchers to see exactly which brain regions were affected by lithium.


"Bipolar patients who were taking lithium had a striking increase in gray matter in the cingulate and paralimbic regions of the brain," she said. "These regions regulate attention, motivation and emotion, which are profoundly affected in bipolar illness."


While conventional MRI studies have measured brain volume in total, this new image analysis allows researchers to examine differences in cortical anatomy at a much greater spatial resolution.


In this study, Bearden and colleagues at UCLA used computer analysis to analyze brain scans collected by collaborators at the University of Pittsburgh in order to determine whether bipolar patients showed changes in brain tissue and, if so, whether those changes were influenced by lithium treatment. Specifically, they employed high-resolution MRI and cortical pattern-matching methods to map gray matter differences in 28 adults with bipolar disorder — 70 percent of whom were lithium-treated — and 28 healthy control subjects. Detailed spatial analyses of gray matter distribution were conducted by measuring local volumes of gray matter at thousands of locations in the brain.


While the brains of lithium-treated bipolar patients did not differ from those of the control subjects in total white-matter volume, their overall gray-matter volume was significantly higher, sometimes by as much as 15 percent.


Unfortunately, said Bearden, there is no evidence that the increase in gray matter persists if lithium treatment is discontinued. "But it does suggest that lithium can have dramatic effects on gray matter in the brain," she said. "This may be an important clue as to how and why it works."
Other authors in the study included Manish Dalwani, Kiralee M. Hayashi, Agatha D. Lee, Mark Nicoletti, Michael Trakhtenbroit, David C. Glahn, Paolo Brambilla, Roberto B. Sassi, Alan G. Mallinger, Ellen Frank, David J. Kupfer, and Jair C. Soares.
Global momentum for smoke-free indoor environments at tipping point

Countries and states accelerate enactment of regulations

Boston, MA - In a Perspective in the April 12, 2007 issue of The New England Journal of Medicine (NEJM), researchers from the Harvard School of Public Health (HSPH) and the Association of European Cancer Leagues describe the growing momentum for indoor smoking bans in countries across the globe. They identify Ireland's pioneering 2004 comprehensive indoor smoking ban as a likely tipping point for fundamental change in social norms and public health worldwide.


Since 2004, in only a few years, more than a dozen other countries have also adopted national indoor smoke-free policies that are being implemented or will be implemented in the near future.


Lead author Dr. Howard Koh, Professor and Associate Dean of Public Health Practice at HSPH said: "The 21st century is witnessing a paradigm shift, once considered impossible, whereby entire countries are declaring themselves smoke-free in indoor public places. Such mounting progress across the globe is making smoking history worldwide."


The Perspective is accompanied by a world map showing countries, states and provinces that have passed smoke-free policies applying broadly to indoor workplaces and other indoor public places.[Permission to reprint the map can be obtained through the NEJM media center (media.nejm.org) or contact Karen Pedersen at NEJM kpedersen@nejm.org]. Among the countries are Ireland, New Zealand, Bermuda (territory), Scotland, England and the United Kingdom, Lithuania, Uruguay, Iran, the British Virgin Islands (territory), Bhutan, Norway, Italy, Malta, Sweden, Iceland, Uganda, South Africa, France, Hong Kong (region), and Finland. While the United States lacks a federal policy, 17 states are currently recognized as smoke-free, with the number increasing steadily. California enacted the first state ban on smoking in bars and restaurants in 1998. In addition, most of Australia and Canada is currently covered by smoke-free laws in indoor public places.


While a number of these new policies currently allow exceptions, such as the possibility of designated, enclosed, ventilated smoking rooms, all have advanced the international public health goal of protecting people from involuntary exposure to second hand smoke.


"In short, the world has begun to reclaim clean air as the social norm," the authors write. "For too long, the tobacco industry has spent billions to normalize, market, and glamorize a behavior that is now recognized as a tragic drug addiction." They point out that changing the social norm will be critical to reversing the burden of tobacco-related illness that led to 100 million deaths in the 20th century and is projected to cause a billion deaths in the century ahead.


The authors also note that the 2003 World Health Organization Framework Convention on Tobacco Control, the first international public health treaty, helped galvanize global commitment. The treaty, which calls for countries to adopt clean-air policies as well as other initiatives to promote tobacco control and decrease consumption, has been ratified by 145 countries.
Mayo Clinic solves painful puzzle of UT ligament split tear in wrist

Simple test identifies injury; arthroscopic surgery restores full pain-free function

ROCHESTER, Minn. - - A Mayo Clinic orthopedic surgeon has discovered a common cause of debilitating wrist pain - a split tear of the UT ligament - that can be reliably detected through a simple physical examination and can be fully repaired through an arthroscopically guided surgical procedure. The findings are published in the April issue of the American Journal of Hand Surgery.


In the study of 272 consecutive patients (53.7 percent males, median age 33.7) with wrist pain who had undergone arthroscopy between 1998 and 2005, the Mayo Clinic team discovered that a positive "ulnar fovea sign" was highly effective in diagnosing either a complete ligament rupture or the newly described condition, a split tear of the ulnotriquetral (UT) ligament. The test involves pressing the ulnar fovea region of the patients' wrists (the side opposite the thumb) to determine tenderness. The researchers found a positive ulnar fovea test was 95 percent sensitive in revealing patients with a rupture or a UT split tear. The test's specificity was 86.5 percent.


Richard Berger, M.D., Ph.D., who led the study, says the UT split tear is a common but heretofore undefined injury, in which the wrist joint is stable but painful. "Typically, ligament injuries involve a rupture in which the ligament is completely severed," he explains. "The joint is unstable because the ligament is no longer holding the bones in their proper positions, and the crosswise rupture is easily visible through magnetic resonance imaging (MRI).


"The UT split tear is different, because the ligament is still attached to the bones on both ends, but is split open lengthwise," Dr. Berger continues. "The joint is stable, and the patient can have an MRI that would be interpreted as normal because there isn't a complete severing of the ligament. Even looking inside the joint with an arthroscope, the split tear isn't immediately obvious unless you know what to look for, and until now no one was looking for it because this type of injury hadn't been discovered. The diagnosis would have been called simple irritation or inflammation."


Dr. Berger says the split tear discovery came as "an epiphany," when he performed the ulnar fovea test on a patient while viewing the joint arthroscopically. "I saw that the source of the pain was exactly where I was pressing," he says. "When I cleared some of the blood vessel debris from the area, it became apparent that what had initially looked like a normal ligament was in fact split open lengthwise, so I was seeing the inside of the ligament."


As Dr. Berger performed the ulnar fovea test on subsequent patients and followed with arthroscopic examination, he noticed that a large majority of those with the positive ulnar fovea sign but stable joints had UT split tears.


"It's good news that this simple test is so effective at pinpointing the problem," he says. "What's even better is that we have a treatment that can restore full, pain-free function and improve quality of life for decades for these mostly younger patients."


Dr. Berger's treatment for a UT split tear uses arthroscopically guided surgery to suture the ligament and repair the split. After six weeks in a cast that immobilizes the wrist, the patient begins rehabilitation. Dr. Berger says the repair has been highly durable and has helped patients return to full strength at work or play within a few months after surgery.


"We've seen sheet metal workers and dairy farmers return to work," he says. "We've also had athletes restored: bowlers hurling a 16-pound ball, golfers, and even a major league baseball player. They seem good as new, and we haven't seen a risk of reinjury.


"The split tear of the UT ligament will help explain much of the wrist pain for which the cause previously had been unknown," Dr. Berger concludes. "It's especially gratifying to not only diagnose the reasons for the pain, but also to have such an effective treatment."
Misclassified for centuries, medicinal leeches found to be 3 distinct species

Discovery could have impact on future medical treatments

[image: image5.png]



Genetic research has revealed that commercially available medicinal leeches used around the world in biomedical research and postoperative care have been misclassified for centuries. Until now, the leeches were assumed to be the species Hirudo medicinalis, but new research reveals they are actually a closely related but genetically distinct species, Hirudo verbana.


The study also shows that wild European medicinal leeches are at least three distinct species, not one. The results appear in the April 10, 2007, online version of the journal Proceedings of the Royal Society B.


"This raises the tantalizing prospect of three times the number of anticoagulants, and three times as many biomedically important developments in areas like protease inhibitors," said Mark Siddall of the American Museum of Natural History, who led the research team. "However, it will also require a better effort to conserve these much-maligned animals, in a way that takes into account their impressive diversity." 


While Hirudo medicinalis was approved by the U.S. Food and Drug Administration (FDA) in 2004, for use as a prescription medical device that helps restore blood flow following cosmetic and reconstructive surgery, Hirudo verbana has not been approved by the FDA and has no special conservation status.


"This study is a great example of why the field of taxonomy [the science of classification of organisms] is so important," said Patrick Herendeen, program director in the National Science Foundation (NSF) Division of Environmental Biology, which funded the research. "Taxonomists have been studying the diversity of life on Earth for hundreds of years. In this case, the discovery of previously unknown species diversity has very significant legal and commercial implications."


Since the time of Hippocrates and long before Carolus Linnaeus first described Hirudo medicinalis in 1758, medicinal leeches have been used in a variety of medical treatments--some legitimate, many not. Demand for leeches in 19th-century Europe grew so intense that efforts to protect them led to the some of the earliest legislative efforts at biological conservation.


Leeches are still afforded protection by the World Conservation Union (IUCN) and are regulated by the Convention on International Trade in Endangered Species (CITES), the Berne Convention, and the European Union Habitat Directive.


Commercially available European medicinal leeches also are used extensively by biomedical researchers studying biological processes such as blood coagulation, developmental genetics and neurobiology. Studies of commercial specimens have figured prominently in the discovery and production of anticoagulants and protease inhibitors, some of which may have cancer-fighting properties.


That researchers have been mistakenly using Hirudo verbana in their work for decades may call much of this research, including hundreds of scientific publications, into question and force a reconsideration of what scientists think they know about this widely studied species.


Siddall and his colleagues examined mitochondrial and nuclear DNA of wild leeches from across their range in Europe, as well as from samples supplied by commercial providers and university laboratories that use leeches as model organisms.


Their analysis clearly showed that the commercial and laboratory specimens were not Hirudo medicinalis, as they were labeled, but Hirudo verbana. In addition, the work showed that the specimens of wild European medicinal leeches clearly comprised three genetically distinct species.
Anti-wrinkle compound causes pathological reaction in skin cells

Quebec City, April 11, 2007 -- Researchers from Université Laval’s Faculty of Medicine have discovered that a compound commonly used in many antiwrinkle products causes a pathological reaction in skin cells. Guillaume Morissette, Lucie Germain, and François Marceau present their conclusions about the mode of action of this substance—called DMAE—in the latest edition of the British Journal of Dermatology.


DMAE (2-dimethylaminoethanol) is used in many antiwrinkle products dubbed "instant anti-aging face-lifts." This compound, as well as other chemically similar ones, are also found in cosmetics, creams, lipsticks, shampoos, soaps, and baby lotions, although the way they work is not yet understood.


In vitro tests conducted by Dr. Marceau’s team revealed that the application of DMAE induces a quick and spectacular swelling of skin cell vacuoles called fibroblasts, which act as reservoirs and interface between the inside and the outside of the cell.


In the hours following the application of DMAE, the researchers observed an important slowing down of cell division—sometimes coming to a complete stop, the inhibition of certain metabolic reactions, and the death of a significant percentage of fibroblasts. The mortality rate of fibroblasts, which varied according to DMAE concentration, was above 25% after 24 hours in the case of a concentration similar to the one resulting from normal use of an antiwrinkle cream. The thickening of the skin induced by the pathological swelling of the fibroblasts would explain the antiwrinkle effect of DMAE, according to the researchers.


"Even though DMAE is similar to medication, there is very little scientific documentation about its pharmacological and toxicological effects," explains Dr. Marceau, who stresses his goal is not to condemn the use of this compound. "We’re not saying DMAE is dangerous to people exposed to it, but our results indicate it’s time to begin serious research to determine whether or not it poses a health risk."


DMAE is not a unique case in the world of beauty products, continues the researcher. "Several compounds found in cosmetics are just as complex as medication—they are absorbed through the skin, flow through the bloodstream, are expelled by the kidneys, or stocked in cells or even in the liver. Yet, the laws regulating their use are far less restrictive than those regulating drugs," concludes Dr. Marceau.
'Axis of evil' a cause for cosmic concern


SOME believe it is just a figment of overactive imaginations. But evidence is growing that the so-called "axis of evil" – a pattern apparently imprinted on the radiation left behind by the big bang – may be real, posing a threat to standard cosmology.


According to the standard model, the universe is isotropic, or much the same everywhere. The first sign that this might not be the case came in 2005, when Kate Land and João Magueijo of Imperial College London noticed a curious pattern in the map of the cosmic microwave background (CMB) created by NASA’s WMAP satellite. It seemed to show that some hot and cold spots in the CMB are not distributed randomly, as expected, but are aligned along what Magueijo dubbed the axis of evil.


Some astronomers have suggested straightforward explanations for the axis, such as problems with WMAP’s instruments or distortions caused by a nearby supercluster (New Scientist, 22 October 2005, p 19). Others doubt the pattern’s very existence. "There’s still a fair bit of controversy about whether there’s even something there that needs to be explained," says WMAP scientist Gary Hinshaw of NASA’s Goddard Space Flight Center in Greenbelt, Maryland.


Now, two independent studies seem to confirm that it does exist. Damien Hutsemékers of the University of Liège in Belgium analysed the polarisation of light from 355 quasars and found that as the quasars get near the axis, the polarisation becomes more ordered than expected. Taken together, the polarisation angles from the quasars seem to corkscrew around the axis. "This is really promising," says Hinshaw. "Cosmologists should sit up and take notice."


Cosmologist Carlo Contaldi of Imperial College London is intrigued, but thinks more quasars should be analysed before drawing conclusions. "There is a danger that once people know about the axis of evil, they start seeing evil in all sorts of sets of data," he says. The quasar finding has support from another study, however. Michael Longo of the University of Michigan in Ann Arbor analysed 1660 spiral galaxies from the Sloan Digital Sky Survey and found that the axes of rotation of most galaxies appear to line up with the axis of evil (www.arxiv.org/astro-ph/0703325). According to Longo, the probability of this happening by chance is less than 0.4 per cent. "This suggests the axis is real, and not simply an error in the WMAP data," he says. Land, now at the University of Oxford, thinks Longo must rule out other reasons for why the spirals are aligned the way they are. For instance, neighbouring galaxies could have formed from the same rotating dust cloud, giving them similar orientations, she says. "But if he is correct, then this is really exciting, not only as independent confirmation of the axis, but because it’ll help us understand what may have created it," she says.


One way to create the axis was presented by Contaldi at a conference on outstanding questions in cosmology at Imperial College last month. The universe is thought to be isotropic because the early universe went through a period of exponential expansion known as inflation, smoothing out any unevenness.


Contaldi modified inflation to allow the universe to expand more in one direction. "Provided inflation stops at a relatively early point, this would leave traces of the early [unevenness] in the form of the axis of evil," he says. Longo favours a more radical theory proposed by Leonardo Campanelli of the University of Ferrara, Italy, which suggests that magnetic fields stretched across the universe could be responsible (New Scientist, 2 September 2006, p 28). "A magnetic field would naturally orient the spiral galaxies," says Longo.


Regardless of the reasons, one thing is clear: the axis of evil won’t be written off any time soon. "Interest keeps growing as people find more weirdly connected observations that can’t all be put down to coincidence," says Land. "And hey, everybody loves a conspiracy."
Study finds drug helps PTSD nightmares

SEATTLE -- A generic drug already used by millions of Americans for high blood pressure and prostate problems has been found to improve sleep and lessen trauma nightmares in veterans with posttraumatic stress disorder (PTSD).


"This is the first drug that has been demonstrated effective for PTSD nightmares and sleep disruption," said Murray A. Raskind, MD, executive director of the mental health service at the Veterans Affairs Puget Sound Health Care System and lead author of a study appearing April 15 in Biological Psychiatry.


The randomized trial of 40 veterans compared a nightly dose of prazosin (PRAISE-oh-sin) with placebo over eight weeks. Participants continued to take other prescribed medications over the course of the trial.


At the end of the study, veterans randomized to prazosin reported significantly improved sleep quality, reduced trauma nightmares, a better overall sense of well being, and an improved ability to function.


"These nighttime symptoms are heavily troublesome to veterans," said Raskind, who also is director of VA’s VISN 20 (Veterans Integrated Service Network #20) Mental Illness Research, Education and Clinical Centers program (MIRECC). "If you get the nighttime symptoms under control, veterans feel better all around."


Raskind, also a professor of psychiatry and behavioral sciences at the University of Washington, estimates that of the 10 million U.S. veterans and civilians with PTSD, about half have trauma-related nightmares that could be helped with the drug.


Participants were given 1 mg of prazosin per day for the first three days. The dose was gradually increased over the first four weeks to a maximum of 15 mg at bedtime. The average dose of prazosin in the trial was 13.3 mg. By comparison, typical prazosin doses for controlling blood pressure or treating prostate problems range from 3 mg to 30 mg per day in divided doses.


The drug did not affect blood pressure compared to placebo, though some participants reported transient dizziness when standing from a sitting position during the first weeks of prazosin titration. Other occasional side effects included nasal congestion, headache, and dry mouth, but these were all minor, according to the authors.


"This drug has been taken by many people for decades," said Raskind. "If there were serious long-term adverse side effects, it is likely we would know about them by now."


The relatively small size of the study was due to the easy availability of this generic drug, Raskind said. "If you are doing a study with a new drug, the only way people can get it is to be in the study. With prazosin, we have approximately 5,000 veterans with a PTSD diagnosis taking it already in the Northwest alone. So we had to find veterans with PTSD who were not [taking it]."


For treating PTSD, prazosin costs 10 to 30 cents a day at VA contract prices. It is not a sedating sleeping pill, emphasized Raskind. "It does not induce sleep. But once you are asleep, you sleep longer and better."


And better sleep can make a big difference. "This drug changes lives," Raskind said. "Nothing else works like prazosin."


Trauma nightmares appear to arise during light sleep or disruption in REM sleep, whereas normal dreams—both pleasant and unpleasant— occur during normal REM sleep. Prazosin works by blocking the brain’s response to the adrenaline-like neurotransmitter norepinephrine. Blocking norepinephrine normalizes and increases REM sleep. In this study, veterans taking prazosin reported that they resumed normal dreaming.


One dose of prazosin works for 6 to 8 hours. Unlike similar drugs, prazosin does not induce tolerance; people can take it for years without increasing the dose. But when veterans stop taking it, Raskind said, the trauma nightmares usually return.


Aside from the VA-funded study he just published, Raskind is working on three larger studies of prazosin. One, a VA cooperative study slated to start this month, will enroll about 300 veterans at 12 VA facilities. The second, a collaborative study with Walter Reed Army Medical Center and Madigan Army Medical Center, will enroll active-duty soldiers who have trauma nightmares. The third study, funded by the National Institute of Mental Health, will look at prazosin in the treatment of civilian trauma PTSD.
Liver regeneration may be simpler than previously thought

Bethesda, MD – The way the liver renews itself may be simpler than what scientists had been assuming. A new study, appearing in the April 13 issue of The Journal of Biological Chemistry, provides new information on the inner workings of cells from regenerating livers that could significantly affect the way physicians make livers regrow in patients with liver diseases such as cirrhosis, hepatitis, or cancer.


"The human liver is one of the few organs in the body that can regenerate from as little as 25 percent of its tissue," says Seth Karp, assistant professor of surgery at Harvard Medical School, Boston, and main author of the study. "It is not known how the liver does it, but our results provide some details of what makes the liver so unique."


Although organ regeneration has been observed in many animals, the details of how it happens at the cellular level are still not completely understood. So far, scientists have shown that cells that participate in tissue regeneration behave as if they were part of a growing organ in an embryo. In other words, the cells act as if the liver is growing, as do other organs in a developing embryo.


Many of the proteins that induce organ regeneration have been identified and scientists are now trying to make organs regrow by stimulating these proteins. Regrowing livers this way would be especially useful for patients whose livers are so damaged – say, by a tumor that has spread to most of the liver – that a large part would be removed. Unless such patients receive the right amount of liver transplant from an organ donor, they do not always survive. Quickly stimulating the growth of the remaining portion of their liver could be their only chance of survival.


To investigate how the liver regenerates, Karp and his colleagues set out to determine which proteins are involved in the regenerating cells. The scientists were also interested in testing whether regenerating cells behave like embryonic ones, as is commonly assumed for other organs. New processes may explain why the liver is so uniquely capable of renewal and repair after injury, the scientists thought.


Karp's team considered two samples of mice. The first consisted of embryonic mice at various stages of development while the second was composed of adult mice to which two-thirds of their liver were removed. Using techniques such as DNA microarrays – which determine which genes are active in a cells – and software programs that analyze the collected information, the scientists listed all the proteins that help the cells grow and proliferate in both samples.


The results were unexpected. The researchers noticed that only a few proteins were common to both processes. Proteins called transcription factors, which affect DNA in the cell's nucleus, were highly involved in the development of embryos' livers but not in adult liver regeneration. Instead, proteins that help cells proliferate were active in both the developing and regenerating livers.


These findings showed that a regenerating liver does not behave as a developing embryo. Instead, regeneration could actually be only due to an increase in cells that multiply through regular cell divisions, a process called hyperplasia.


The new results may also have important medical implications. Transcription factors are known to be more difficult to manipulate than the other identified proteins. Since the transcription factors were not present in regenerating livers, it might be easier to stimulate liver regeneration by only activating the other identified proteins.


"These results are very encouraging," Karp says. "Not only did we discover that the number of proteins involved in liver regeneration is relatively low, but they don't include transcription factors, so we may be closer to being able to stimulate liver regeneration than we thought."


The next step will be for scientists to understand whether the regenerating cells are stem cells. Studies have shown that adult stem cells are involved in the repair of many organs, but in the case of the liver, the cells repairing it through regeneration may simply be regular cells, not stem cells.


"We think that the liver regrows through a relatively simple process, which could explain its prodigious ability to repair itself," Karp says.
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Glucose triggers brain cell death in rats after hypoglycemic coma


UCLA Study Challenges Conventional Treatment After Traumatic Brain Injury


The chemical lactate has gotten a bad rap. Conventional wisdom considered it to be little more than the bane of runners and other athletes, causing stiff muscles and fatigue, and the "sour" in sour milk. It turns out that view may have been too narrow.


Neuroscientists at UCLA are now looking at lactate with a much more positive eye, considering it a possible replacement "fuel" for the brain in the immediate hours after a traumatic brain injury instead of glucose, the current standard. If they are right, it could change how emergency room physicians and intensive care physicians treat patients with brain injuries in the first critical hours after injury.


Previous work by Dr. Neil Martin, professor and chief of neurosurgery at the David Geffen School of Medicine at UCLA, and Thomas Glenn, a UCLA adjunct assistant professor in the department of neurosurgery, showed that the brain takes up lactate after traumatic injury. Now, thanks to a $275,000 grant from the National Institute for Neurological Diseases and Stroke at the National Institutes of Health, the investigators will determine why the brain does this. Is it actually using lactate to help it recover after injury?


"The prevailing theory for the brain after traumatic injury is that, just as in normal circumstances, glucose is the primary source for energy," Glenn said. "Further, it was thought the brain's metabolic process produces lactate, long considered a harmful waste product of a dysfunctional metabolism, one that causes further cell death via acidosis, an abnormally high buildup of acid in blood and tissue."


Instead, the researchers found that in the first 12 to 48 hours following traumatic injury, the brain takes up and apparently consumes more lactate than at any other time. They discovered this by measuring the levels of lactate in blood entering and leaving the brain. To determine if lactate was being used by the brain, the researchers, in collaboration with George Brooks, a professor in the department of integrative biology at the University of California, Berkeley, labeled lactate with C13, a non-radioactive and stable isotope, then added it to the patient's standard intravenous solution. The isotope served as a marker they could follow to see if the lactate molecule had produced carbon dioxide, the natural byproduct of lactate after use by the brain as fuel.


"Our preliminary tracer-based studies demonstrated the novel and unexpected finding of both lactate uptake and its utilization as fuel in traumatic brain injury," Glenn said. "These results have led us to challenge the current conventional wisdom concerning the type of fuel the brain uses after injury to generate the energy for recovery."


They suspect that following injury the brain may not be able to use glucose because of dysfunction and because the glucose is diverted to other metabolic pathways for other uses. And, Glenn noted, using glucose requires more than 10 enzymatic steps before it generates energy, while lactate requires much fewer steps, making it, under these circumstances, a faster and more efficient source of fuel.


The researchers will seek 20 to 30 additional brain-traumatized patients over the next two years to further confirm their hypothesis, which will require receiving the approval of a patient's family before proceeding. It's a delicate and diplomatic effort under such conditions, and Glenn is grateful that people understand that the bottom line is to improve care after a traumatic brain injury.


"If we can confirm our hypotheses by these studies," said Glenn, "these concepts would force a reconsideration of the standard use of glucose solutions as the foundation for metabolic/nutritional support to the brain in the intensive care unit."
Third primate genome, the rhesus macaque, helps illuminate what makes us human

This release is also available in Spanish, Japanese and Chinese.


Researchers have sequenced the genome of the relatively ancient rhesus macaque (Macaca mulatta), providing perspective into how humans are genetically different from our primate relatives. In addition to benefiting human health research in areas as diverse as HIV and aging, the genome enhances understanding of primate evolution. The macaque genome research appears in the 13 April issue of Science published by AAAS, the nonprofit science society.


"The rhesus macaque genome helps illuminate what makes humans different from other apes," said Richard A. Gibbs, director of the Baylor College of Medicine Human Genome Sequencing Center and the project leader of the Rhesus Macaque Genome Sequencing and Analysis Consortium. "It allows us to learn what has been added or deleted in primate evolution from the rhesus macaque to the chimpanzee to the human."


The Rhesus Macaque Genome Sequencing and Analysis Consortium, an international team of more than 170 scientists from 35 institutions, describes their results in a special issue of Science devoted to the macaque genome. The issue consists of a primary Research Article that reports the key findings and four supplementary Reports.


"We want to know what makes us human," Gibbs explained. The human genome, sequenced in 2001 began providing many clues, but researchers knew they would benefit by having other genomes for comparison. In 2005, the chimpanzee (Pan troglodytes) genome allowed scientists to investigate which genes humans shared with this relative, from whom we diverged 6 million years ago.


The macaque is a more ancient relative. This old world monkey diverged from our lineage 25 million years ago. "Because the macaque is further away from us in evolution than the chimp, it provides good contrast when the three genomes are compared," he added. In evolution research, 25 million years is close, and comparing the three genomes can provide new insights not possible before regarding when and where changes occurred during evolution.


Researchers expect that the rhesus macaque genome sequence will enhance research in neuroscience, behavioral biology, reproductive physiology, endocrinology and cardiovascular studies. The macaque is considered the best animal model to study AIDS and is used to study other human infectious disease and for vaccine research.


Because the rhesus macaque is genetically and physiologically similar to humans and abundant, it is frequently used in biomedical research. The monkey has saved countless lives just in the role it has played in determining the Rh factor and polio vaccine, but it has also been key to research into neurological and behavioral disorders.


The new findings described in the Science articles include:

 * Rhesus macaque genes are about 97.5 percent similar to those of chimps and humans. Chimps and humans have 99 percent of their gene sequences in common.

 * Researchers identified about 200 genes that show evidence of positive selection during evolution, making them potential candidates for determining the differences among primate species. These genes are involved in hair formation, immune response, membrane proteins and sperm-egg fusion.

 * Even though macaques are used in human disease research, scientists were surprised to find some instances where the normal form of the macaque protein looks like the diseased human protein. One example occurs in phenylketonuria (PKU) that can lead to brain damage and mental retardation in humans because of a defect in an important enzyme.

 * Macaque-specific laboratory tests will lead to better understanding of human disease. Researchers previously used human genome data for DNA testing, but macaque-specific DNA chips are being developed that are much more sensitive and accurate.
Protein fragments sequenced in 68 million-year-old Tyrannosaurus rex

Sequences are the oldest ever to be reported

BOSTON -- In a venture once thought to lie outside the reach of science, researchers from Harvard Medical School and Beth Israel Deaconess Medical Center have captured and sequenced tiny pieces of collagen protein from a 68 million-year-old Tyrannosaurus rex. The protein fragments—seven in all—appear to most closely match amino acid sequences found in collagen of present day chickens, lending support to a recent and still controversial proposal that birds and dinosaurs are evolutionarily related. The HMS and BIDMC researchers, working with scientists at North Carolina State University, report their findings in the April 13 Science.


"Most people believe that birds evolved from dinosaurs, but that’s all based on the architecture of the bones," said John Asara, director of the mass spectrometry core facility at Beth Israel Deaconess Medical School and HMS instructor in pathology, who sequenced the protein fragments over the course of a year and a half using highly sensitive mass spectrometry methods. "This allows you to get the chance to say, ‘Wait, they really are related because their sequences are related.’ We didn’t get enough sequences to definitively say that, but what sequences we got support that idea."


In another study appearing in the same issue of Science, Mary Schweitzer, of North Carolina State University, and colleagues found that extracts of T. rex bone reacted with antibodies to chicken collagen, further suggesting the presence of birdlike protein in the dinosaur bones.


The mere existence of such exceedingly ancient protein defies a longstanding assumption. When an animal dies, protein immediately begins to degrade and, in the case of fossils, is slowly replaced by mineral. This substitution process was thought to be complete by one million years.


"For centuries it was believed that the process of fossilization destroyed any original material, consequently no one looked carefully at really old bones," said Schweitzer, who is also at the North Carolina Museum of Natural Sciences. She is a co-author on the Asara study.


That may change, said Lewis Cantley, HMS professor of Systems Biology and BIDMC chief of Signal Transduction, who also participated in the study. "Basically, this is the breakthrough that says it’s possible to get sequences beyond one million years. At 68 million years, it’s still possible to get sequences," he said. In addition to the seven dinosaur sequences, Asara and his colleagues isolated and sequenced more than 70 protein fragments from a 160,000- to 600,000-year-old mastodon, providing further evidence of the staying power of ancient protein.


"I think what this says is that when people make new discoveries now, if they want to get maximum information out, they have to immediately handle material in a way that first of all will avoid contamination and, second, ensure that whatever is there gets well preserved because it can be interrogated."


The scraps of dinosaur protein were wrested from a fossil femur discovered by John Horner, of the Museum of the Rockies, and colleagues in 2003 in Hell Creek Formation, a barren fossil-rich stretch of land that spans several states, including Wyoming and Montana. Schweitzer and colleagues reported in 2005 that they had found evidence of soft tissue inside the fossilized femur, a discovery widely covered. After seeing one such story in the New York Times, Cantley contacted Asara who, in 2002, had sequenced collagen fragments from 100,000- to 300,000-year-old mammoth bone samples sent by Schweitzer and colleagues. More recently, he has been working to develop mass spectrometry techniques capable of sequencing minute amounts of protein from human tumors.


"I realized when I read the New York Times article and saw Mary Schweitzer’s story of having uncovered this dinosaur that this is exactly the sort of thing that would appeal to John and hence ripped him off an e-mail from my Blackberry," Cantley said. "John of course took the bait." Schweitzer readily agreed to provide T. rex bone samples. "She knew from our last collaboration that I was not going to stop until I found something," Asara said.


At the outset, he faced two challenges. The first was to gather enough protein to sequence. The bone extract, sent by Schweitzer, arrived in the form of a gritty brown powder that had to be rid of contaminants. Using techniques and tricks perfected while working on the mammoth sample, Asara purified the protein, identified as collagen, and, with the enzyme trypsin, broke it down into fragments, or peptides, 10 to 20 amino acids long. The peptides were passed over a liquid chromatography (LC) column, where they were separated from one another and then sprayed at extremely low, or nanoliter, flow rates, for optimal sensitivity, into a mass spectrometer.


Typically, a mass spectrometer measures the mass, specifically the mass-to-charge ratio, of peptides as they come off the LC column. To maximize his yield, Asara used an ion trap mass spectrometer, which captures and holds peptides through time. The collected peptides were measured for mass and, in a second step, isolated and fragmented to reveal their amino acid sequence. Using this two-step, or tandem (MS/MS), procedure, Asara netted seven separate strings of amino acid.


He now faced his second challenge, namely, to interpret the amino acid sequences. Normally, when a sequence comes out of a mass spectrometer, it is compared to a database of existing amino acid sequences. Collagen is a highly conserved protein, so it was highly likely that some of the dinosaur peptide sequences would match those of an existing species. Of the seven T. rex peptides, five were for a particular class of collagen protein, collagen alpha I. The majority of these were found to be identical matches to amino acid sequences found in chicken collagen alpha I, while others matched newt and frog.


For extinct species, the real goal is to find sequences unique to that organism. Asara generated a set of theoretical collagen protein sequences representing the kinds that might have been present around the time of T. rex. None of his dinosaur peptides matched the theoretical set, which is not surprising. "If you’re only finding seven sequences in T. rex, you’re not going to find novel ones, which we didn’t," said Asara. He also tested mastodon bone, sent by Schweitzer, against a database of existing amino acid sequences and against a set of mastodon theoretical sequences. He identified a total of 78 peptides, including four unique sequences.


"As we get better at doing the extractions, and the sensitivity of the instruments and techniques improve, I anticipate that we’ll be able to get from comparably aged species much more extensive sequences and to get novel sequences unique to that species, which will give us ideas about the relationship between species," said Cantley.


Still, it may be the rare fossil that is as pristinely preserved by the environment as the T. rex and mastodon specimens analyzed in the current study. "Nature has to give you the opportunity to do this first," Asara said.
Early-stage sperm cells created from human bone marrow

Breakthrough will help scientists understand more about how sperm cells are created


Human bone marrow has been used to create early-stage sperm cells for the first time, a scientific step forward that will help researchers understand more about how sperm cells are created.
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The research published today (Friday, April 13 2007), in the academic journal Reproduction: Gamete Biology, was carried out in Germany* by a team of scientists led by Professor Karim Nayernia, formerly of the University of Göttingen but now of the North-east England Stem Cell Institute (NESCI), based at the Centre for Life in Newcastle upon Tyne.


For the experiment, Prof Nayernia and his team took bone marrow from male volunteers and isolated the mesenchymal stem cells. These cells have previously been found to grow into other body tissues such as muscle.


They cultured these cells in the laboratory and coaxed them into becoming male reproductive cells, which are scientifically known as ‘germ cells’. Genetic markers showed the presence of partly-developed sperm cells called spermatagonial stem cells, which are an early phase of the male germ cell development. In most men, spermatagonial cells eventually develop into mature, functional sperm but this progression was not achieved in this experiment. 

How Prof Nayernia and his team cultured from human bone marrow.  Newcastle University, England

Earlier research led by Prof Nayernia using mice, published in Laboratory Investigations, also created spermatagonial cells from mouse bone marrow. The cells were transplanted into mouse testes and were observed to undergo early meiosis - cell division - the next stage to them becoming mature sperm cells, although they did not develop further.


Talking about his newly published research paper, Prof Nayernia, of Newcastle University, said : "We’re very excited about this discovery, particularly as our earlier work in mice suggests that we could develop this work even further.


"Our next goal is to see if we can get the spermatagonial stem cells to progress to mature sperm in the laboratory and this should take around three to five years of experiments. I’ll be collaborating with other NESCI scientists to take this work forward.


Prof Nayernia says a lengthy process of scientific investigation is required within a reasonable ethical and social framework to be able to take this work to its next stage or to say if it has potential applications in terms of fertility treatments in humans.


Prof Nayernia gained worldwide acclaim in July 2006 when he announced in the journal Developmental Cell that he and colleagues had created sperm cells from mouse embryonic stem cells and used these to fertilise mice eggs, resulting in seven live births.
Research shows men and women look at sexual photographs differently

Results may take societal expectations by surprise


A study funded by the Atlanta-based Center for Behavioral Neuroscience (CBN) analyzed the viewing patterns of men and women looking at sexual photographs, and the result was not what one typically might expect.


Researchers hypothesized women would look at faces and men at genitals, but, surprisingly, they found men are more likely than women to first look at a woman's face before other parts of the body, and women focused longer on photographs of men performing sexual acts with women than did the males. These types of results could play a key role in helping researchers to understand human sexual desires and its ultimate effect on public health.


The finding, reported in Hormones and Behavior, confirmed the hypothesis of a previous study (Stephen Hamann and Kim Wallen, et al., 2004) that reported men and women showed different patterns of brain activity when viewing sexual stimuli. The present study examined sex differences in attention by employing eye-tracking technology that pinpoints individual attention to different elements of each picture such as the face or body parts.


"Men looked at the female face much more than women, and both looked at the genitals comparably," said lead author Heather Rupp, Ph.D., a fellow at The Kinsey Institute for Research in Sex, Gender and Reproduction at Indiana University, who conducted the study in partnership with Kim Wallen, Ph.D., a Dobbs Professor of Psychology and Behavioral Neuroendocrinology at Emory University and the Yerkes National Primate Research Center.


"The eye-tracking data suggested what women paid most attention to was dependent upon their hormonal state. Women using hormonal contraceptives looked more at the genitals, while women who were not using hormonal contraceptives paid more attention to contextual elements of the photographs," Rupp said. Although it is commonly assumed males have more interest in visual sexual stimuli, researchers are working to figure out what characteristics are important to men and women in their evaluations of sexual stimuli.


The answer may lie within a small section of the brain called the amygdala, which is important in the processing of emotional information. In Dr. Hamann and Wallen's previous fMRI study, men showed more activation in the amygdala in response to sexual vs. neutral stimuli than did women. From the fMRI study alone, the cause of the increased activity was unclear, but Rupp and Wallen's study suggests the possibility that higher amygdala activation in men may be related to their increased attention to faces in sexual photographs.
College students know more about politics than pop culture

National study debunks stereotype of self-absorption

MEDFORD/SOMERVILLE, Mass. -- Far from being self-absorbed and uninvolved, American college students today are civically and politically engaged, and more likely to be so than those of the same age who are not enrolled in college, according to a new national study from Tufts University's Jonathan M. Tisch College of Citizenship and Public Service.


The "National Survey of Civic and Political Engagement of Young People" compared the community, civic and political engagement of full-time college students age 18 to 24 with young people not enrolled in college full time. Among the more surprising findings: Young people in both categories are much more likely to know the name of their U.S. senator or representative than the winners of "American Idol" or "Dancing with the Stars."


"Young people seem to know more about politics than they know about popular culture," said project director and Professor of Political Science Kent E. Portney. "This level of political knowledge stands in stark contrast to the image of young people as uninterested in and ignorant about politics and government."


Half of the college students and 40 percent of the non-college students could name their respective members of Congress. Nearly two-thirds of college students and more than half of the non-college students could name at least one of their two U.S. senators. In contrast, only about 15 percent of the young people knew the name of the most recent winner of "American Idol" and about 10 percent knew the winner of "Dancing with the Stars."


Approximately 79 percent of college students and more than 73 percent of non-college students said they had voted in the November 2006 elections, but only 10 to 12 percent of respondents reported ever voting in "American Idol" and significantly fewer had voted in "Dancing with the Stars."


Facebook was a popular channel for advocacy activity. On average, both college and noncollege students belonged to almost four Facebook advocacy groups. According to the Tufts study, Facebook tends to be used more for advocacy of Democratic political candidates and liberal or Democratic causes than for Republican candidates or conservative or Republican causes. While about one in four young people read blogs on political issues, many fewer said they read candidates' blogs.


More than 61 percent of college students had participated in online political discussions or visited a politically oriented website and more than 48 percent of non-college students had done so.

College Students More Engaged in Community than Non-College Peers


"While political commentators like Joe Scarborough may lament that you can't count on young people to participate or they'll 'leave you at the altar,' there is surprising little systematic evidence to support this conventional wisdom," said Portney. "We found that college students tend to be significantly engaged across a wide range of different activities."


The study found that 58.6 percent of college students reported being somewhat, moderately or very involved in their communities, compared with 36.7 percent for non-college students of the same age. More than 47 percent of college students reported involvement with community service organizations compared with slightly more than 24 percent of non-college students.


"College students also volunteer more often, more frequently take part in cultural and religious organizations, and are more active in raising funds for charitable organizations and causes," noted Lisa O'Leary, assistant director of the Tufts Office of Institutional Research and Evaluation, and co-author of the study report.


The Tufts-designed survey was administered by Polimetrix among 1000 non-military men and women age 18 to 24. Half were enrolled full time at a college or university and half were not. Gender and ethnicity reflected that of the general population.
Study shows hope for early diagnosis of Alzheimer's


Research by faculty and staff at Rowan University, Glassboro, N.J.; the University of Pennsylvania School of Medicine; and Drexel University may lead to better diagnosis of early-stage Alzheimer’s disease.


In a $1.1-million National Institutes of Health’s National Institute on Aging study that team members conducted during the last three years, they determined early Alzheimer’s could be diagnosed with a high rate of accuracy evaluating electroencephalogram (EEG) signals. The study may lead to an earlier diagnosis, and therefore earlier treatment and improved quality of life, for people at the earliest stages of the disease.


According to the Alzheimer’s Association, the condition affects more than 5 million Americans, approximately 1.5 percent of the population. That number is only expected to grow. (For information on Alzheimer’s disease, visit http://www.alz.org/documents/FSADFacts.pdf.)


Rowan University electrical and computer engineering associate professor Dr. Robi Polikar conducted the research with Dr. Christopher Clark, associate professor of neurology, associate director of the NIH-sponsored Alzheimer's Disease Center at Penn and director of the Penn Memory Center, and with Dr. John Kounios, a Drexel psychology professor.


“Individuals in the earliest stage of Alzheimer’s disease are often not aware of their progressing memory loss, and family members often believe the changes are simply due to aging,” Clark said. “Even the patient’s personal physician may be reluctant to initiate an evaluation until a considerable degree of brain failure has occurred. The advantage of using a modified EEG to detect these early changes is that it is non-invasive, simple to do, can be repeated when necessary and can be done in a physician’s office. This makes it an ideal method to screen elderly individuals for the earliest indication of this common scourge of late life.”


The researchers employed signal processing and automated neural network analysis of event related potentials (ERPs) of the EEG signals, monitoring how the patients’ brains reacted to a series of auditory stimuli.


Clark’s team conducted neuropsychological tests, including memory tests, of research subjects and evaluated their scores to decide whether they were suited for the study.


Kounios and his team acquired the EEG data from the participants. They used a specific protocol, called the “oddball paradigm with novel sounds,” to collect the EEG signals, during which patients hear a series of low- and high-frequency tones as well as some novel sounds. Patients were asked to respond by pressing a button every time they heard the high frequency tone, also known as the “oddball” tone, which generates ERPs in the EEG. Generally, in the ERP of a person without Alzheimer’s, that response registers a peak, the P300, about 300 milliseconds after the “oddball” tone. People with dementia, particularly Alzheimer’s, may exhibit that peak much later than 300 milliseconds, show a much weaker peak or have no peak at all, according to Polikar. Kounios said the P300 signal is generated by areas of the brain that seem to be attacked at an early phase of Alzheimer’s disease, but the results are not always conclusive.


Polikar and his students analyzed the data using sophisticated signal processing, pattern recognition and artificial intelligence techniques to explore the hypothesis that the entire ERP signal, not just the P300 indicator, reveals markers that previously have not been associated with Alzheimer’s disease.


The teams conducted several experiments, ultimately evaluating the parietal and occipital regions of the brains of 71 patients, some already diagnosed with Alzheimer’s and some without Alzheimer’s. Their diagnostic accuracy rate was 82 to 85 percent using the EEGs (e.g., it matched evaluations conducted at Penn 82 to 85 percent of the time). Alzheimer’s disease cannot be confirmed until a patient has died and his or her brain has been examined. Gold standard tests administered at world-class research facilities, such as Penn, have a 90-percent accuracy rate. However, most people are evaluated at community hospitals and clinics, where the diagnostic accuracy is estimated to be around 75 percent.


Though the study’s accuracy rate is under that 90-percent figure, it still means the test potentially could have great value to physicians and patients and their families, and the results are particularly significant for patients who have limited access to teaching hospitals, where they may undergo six to 12 months of evaluation for a diagnosis.


“Currently, the state-of-the-art evaluation for Alzheimer’s disease is only available to those who have geographic proximity and/or financial ability to access research hospitals, where expert neuropsychologists continuously interview patients and caregivers over six to 12 months to make a diagnosis,” said Polikar, principal investigator on the project at Rowan. “But most people don’t have access to such facilities and instead go to community clinics and hospitals. Our methodology involves just one ‘snapshot’ that in itself is highly accurate and will be especially beneficial in these locations.”


"Modern engineering methods are enabling us to take EEG, an 80-year-old technique for measuring brain activity, and turn it into a cutting-edge tool for diagnosing Alzheimer's disease," Kounios added.


The team members hope that eventually they or other researchers will develop a hand-held device that can be used to conduct similar evaluations as those done by the Rowan/Penn//Drexel group.


“We don’t envision this replacing a neurologist,” Polikar said. “We hope it can serve as a first test for those folks who don’t have access to research facilities.” If the initial test indicates a possible problem, physicians could refer the patient to a research hospital for further evaluation.


“Our ultimate goal is to increase the number of patients who are diagnosed earlier so they can start treatment sooner and slow the progress of Alzheimer’s and improve their quality of life,” Polikar said.
Study: Not Just a Menopausal Symptom - Men Have Hot Flashes, Too

New Technique Helps Identification and Treatment

Philadelphia – April 13, 2007 - A new study in Psychophysiology confirms a surprising fact – men who have undergone chemical castration for conditions such as prostate cancer experience hot flashes similar to those experienced by menopausal women. Using a technique called sternal skin conductance, doctors were able to positively identify hot flashes in males, a positive step toward providing therapy for those patients in need.


“Most people are unaware that men can have hot flashes,” says study author Dr. Laura Hanisch. “Even the patients themselves are often unaware that they are having them.” Having a test that objectively measures when hot flashes are occurring can help both doctors and patients identify the episodes, and can assist researchers in finding their root cause.


“If we can use sternal skin conductance to monitor the frequency and perception of hot flashes, the data could then be used to develop safe and effective treatments that would be a better alternative than taking hormone treatments or discontinuing cancer-related treatments,” says Hanisch.


Hanisch also says that hot flashes going unnoticed may be a sign that people can adapt to them. Therefore, patients could possibly benefit from cognitive behavioral therapy in addition to pharmacological treatments.

-----------------

This study is published in Psychophysiology. Media wishing to receive a PDF of this article may contact journalnews@bos.blackwellpublishing.net.
Hunt for obesity gene yields a new suspect

* 19:00 12 April 2007

* NewScientist.com news service

* Roxanne Khamsi


People with a common gene variation have a 70% increased risk of obesity, according to a large new study of Europeans.


Half of white Europeans have one defective copy of the gene FTO, which carries a 30% increased risk of obesity, the researchers found. But around 16% hold two altered copies of FTO, which carries a 70% increased obesity risk, the researchers say. They suspect that a similar proportion of other populations also hold the defective copies of FTO.


Mark McCarthy at the University of Oxford in the UK and colleagues analysed the DNA in blood samples from 39,000 white people in the UK and Finland. They compared the genetic data with information about the subjects' physical health.


Of the participants in the study, about 25% were obese. Individuals with a body-mass-index of 25 or higher are classified as overweight, while those with a BMI of 30 or more are categorised as obese. BMI is measured by dividing a person's weight by the square of their height.


McCarthy's team found that small variations in FTO, which sits on chromosome 16, were more common among the obese subjects. People with two altered copies of the gene had a were three kilograms heavier, on average, than those with normal copies. Only 35% of this white European population had two normal copies of the gene.

Waistline war


“While we know that nutrition and activity contribute significantly to weight gain, our genes also play an important role in determining why some people gain weight more easily than others," says Sadaf Farooqi at the University of Cambridge in the UK, who was not involved in the study. "This study is important because it has yielded evidence for the first obesity-susceptibility gene.


McCarthy notes that the function of FTO remains a mystery. It is unclear if people with the gene simply burn calories less efficiently or if they consume more food. He hopes that scientists will now focus more attention on this gene – it could be a useful target for new obesity drugs, he suggests.


Many countries have witnessed an "obesity epidemic" in recent years. A survey of England in 2001 found that roughly one in five people over the age of 16 were obese. But McCarthy says that changes in diet are to blame for this phenomenon: "The gene pool hasn't changed in 20 or 30 years. I don't think you can say that [the FTO gene variant] has caused the obesity problem."
  Journal reference: Science (DOI: 10.1126/science.1141634)
Artificial cilia mimic their biological peers
* 13:09 13 April 2007

* NewScientist.com news service
* Will Knight

Nanoscopic hair-like polymer structures are being developed by US researchers and could help explain the way similar biological appendages, known as cilia, function inside the body.


Cilia are cell appendages that perform many different jobs in the human body - from picking up sounds inside the ear to performing a sensory function in the kidney.

Inside the lungs, cilia wiggle back and forth pushing mucus, and potentially harmful airborne particles, through the respiratory system. In this way they play a crucial role in protecting it from disease. But the mechanics of the process are not well understood.
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So Richard Superfine and colleagues at the University of North Carolina at Chapel Hill, US, are developing synthetic cilia in an effort to understand precisely how their biological counterparts work in the lungs. They hope the work could help other researchers develop better treatments for diseases that affect the respiratory system, like cystic fibrosis.

Magnetic manipulation


Superfine's team created arrays of flexible polymer nanorods the same size as biological cilia (about 10 microns long and 0.2 microns wide), with similar physical properties. The nanorods were made by pouring liquid polydimethlsiloxane, containing iron oxide nanoparticles, into a mould. The mould itself is then chemically etched away, leaving hundreds of the nanorods protruding from a substrate.
The artificial cilia closely mimic the real thing (Image: Charles Daghlian)
[image: image8.png]



Since the nanorods contain iron oxide particles they can then be manipulated magnetically. An electromagnet below the array was used to bend and move them while a microscope positioned above monitored the movement.


The researchers used computer simulations to work out how to stimulate the nanorods magnetically so that they move in a similar way to the lung's cilia - staying straight when moving one way and curling as they move the other.

Fluid dynamics


"What we view as the most profound contribution is to our understanding of biology," Superfine told New Scientist. "There's very little understanding currently of how an individual cilium, or fields of cilia, move fluids."


The next step is to test the artificial cilia using viscous liquids that mimic the behaviour of mucus inside the lung. "It's a different fluid dynamics problem," Superfine says.


Superfine says the work might also help explain how cilia work in other biological contexts, such as inside the brain and in developing embryos. 

Scanning electron microscope image of lung cilia (Image: Richard Superfine / NanoLetters)

Chang Liu, at the University of Illinois, US, who is developing similar artificial hair-like structures, but for sensing purposes rather than manipulation, is impressed by the work. However, Liu suspects it will be a while before the artificial cilia can accurately mimic the performance of the real thing. "It's definitely pretty interesting," he told New Scientist."But it will take a long time to become a fully-functional device - it always does."  Journal reference: Nano Letters (DOI: 10.1021/nl1070190c)
Blame the brain for high blood pressure

One cause of high blood pressure may lie within the brain, and not the heart or blood vessels

The controversial idea that one cause of high blood pressure lies within the brain, and not the heart or blood vessels, has been put forward by scientists at the University of Bristol, UK, and is published this week in the journal Hypertension.


Dr. Hidefumi Waki, working in a research group led by Professor Julian Paton, has found a novel role for the protein, JAM-1 (junctional adhesion molecule-1), which is located in the walls of blood vessels in the brain.


JAM-1 traps white blood cells called leukocytes which, once trapped, can cause inflammation and may obstruct blood flow, resulting in poor oxygen supply to the brain. This has led to the idea that high blood pressure – hypertension – is an inflammatory vascular disease of the brain.


One in three people in the UK are likely to develop hypertension, and with 600 million people affected world wide, it is of pandemic proportions. The alarming statistic that nearly 60 per cent of patients remain hypertensive, even though they are taking drugs to alleviate the condition, emphasises the urgency of looking for new mechanisms by which the body controls blood pressure, and finding new therapeutic targets to drive fresh drug development.


Professor Paton said: “We are looking at the possibility of treating those patients that fail to respond to conventional therapy for hypertension with drugs that reduce blood vessel inflammation and increase blood flow within the brain. The future challenge will be to understand the type of inflammation within the vessels in the brain, so that we know what drug to use, and how to target them. JAM-1 could provide us with new clues as to how to deal with this disease. ”


Professor Jeremy Pearson, Associate Medical Director of the British Heart Foundation, commented: “This exciting study is important because it suggests there are unexpected causes of high blood pressure related to blood supply to the brain. It therefore opens up the possibility of new ways to treat this common, but often poorly managed, condition.”


As there is still poor understanding about what changes occur in people when hypertension develops, the finding of JAM-1 is of great interest and opens up multiple new avenues for further research and potential treatment.

Google Earth turns spotlight on Darfur

By Laura Smith-Spark

BBC News, Washington


Using hi-tech satellite imagery, photos and eyewitness accounts, the ongoing crisis in Sudan's Darfur region is being brought into the homes of millions of internet users.


The United States Holocaust Memorial Museum in Washington DC has teamed up with Google's internet mapping service, Google Earth, to try to halt what they see as genocide.


By combining the museum's Darfur database with clickable images on the ground, they aim to create a "community of conscience" among internet users.


The hope is that people around the world will then put pressure on their governments to stop the violence in Darfur.


At least 200,000 people have been killed and two million displaced during the four-year conflict between rebel groups and pro-government militia in the region.


Sudan's government has so far refused to allow a joint UN-African Union peacekeeping mission to be deployed.

Zooming in


From now, anyone logging into Google Earth will see a welcome screen with a marker highlighting the Darfur area.


If they then zoom in, flame-shaped icons will lead them to satellite images of destroyed villages, where blackened rings show where burnt-out mud and straw huts once stood.


Other images show the tented camps where those displaced within Darfur and hundreds of thousands more who have fled to neighbouring Chad now live.


Users can also see photographs and personal accounts of people who have lost family members and homes to the violence.


John Heffernan, of the museum's genocide prevention initiative, said the site would show viewers the scope of the "systematic destruction" occurring in Darfur.


"This has certainly destroyed villages - it has also destroyed lives and livelihoods," he said.


Museum director Sara Bloomfield said the challenge in preventing genocide was not only to inform people but also to make them empathise with the victims - and then act.


"When it comes to responding to genocide, the world's record is terrible," she said.


Each information screen has a link for people to follow for advice on what they can do to help - including writing letters to politicians.


And with some 200 million people using Google Earth over the past two years, the scheme's potential reach is huge.


The museum's Genocide Prevention Mapping Initiative - which aims to halt violence before it becomes genocide - could be extended to other conflicts in the future.

Home 'completely gone'


The museum's database of information has been gathered from the UN, US state department and aid agencies working in the region.


Users can view more than 1,600 villages throughout Darfur that have been partially or completely destroyed, comprising more than 130,000 homes, schools, mosques and other structures, the project's creators say.


They plan to update the Google Earth site as new satellite images and information come in.


Daowd Salih, a former Red Cross and Red Crescent worker who was forced to leave his home in western Darfur, said he hoped the initiative would also serve as a warning to Sudan's leader, Omar al-Bashir, to rein in pro-government militias.


"We need President Bashir and other perpetrators to know they are being watched," he said.


Mr Salih, who now heads a campaign group on Darfur, has seen what little remains of his former village using the satellite imagery.


"It's one that has been completely destroyed," he said. "The site will show you how it was and how it is now - it is no longer there and you would never know where people used to play and gather.


"All this is completely gone, and we don't know how people will come back [to rebuild when the violence ends] - it will take years."

'It's us'


Google plans to track whether use of the Darfur site sparks new community and political action on the internet, taking that as a measure of success.


So will it work? The Peavey family, visiting the Holocaust museum from Fremont, California, said they believed the public would grasp the project's message.


"I think people should know more about Darfur and about all the other genocides that are going on around the world," said David Peavey.


"We can offer help to get people out, we can offer places to take the refugees, we can put pressure on the government, we can document it, take pictures of it and show people's faces."


"I think the more personalised you get, the more of a difference it makes," said Arlynn Peavey. "You think 'it's people, it's us'."
Termites are 'social cockroaches'
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UK scientists have said that they have produced the strongest evidence to date that termites are actually cockroaches.


They said their research showed that termites no longer merit belonging to a different order (Isoptera), but should be treated as a family of cockroaches.


The study examined the DNA sequences of five genes in the creatures, and found that termites' closest relatives were a species of wood-eating cockroaches.


The findings appear in the Royal Society's Biology Letters journal.


One of the paper's co-authors, Paul Eggleton, explained why their research had unmasked termites' "true identity".


"In the past, people thought that because termites were so different in appearance, they belonged to a different order," he said.


"It has only been recently when we have been able to look at other things than the obvious body shapes and sizes that we began to realise that they are very similar to cockroaches."

Differing data


All living organisms, once they have been described, are classified in a taxonomic system, which places the organism in a unique hierarchy of categories from kingdom, through phylum, class, order, family, genus and finally species.


Dr Eggleton, from the Natural History Museum (NHM), London, said examining the insects' DNA offered much more robust data about the relationship between the insects.


The team sequenced the DNA of five genes from 107 species of Dictyopera (termites, cockroaches and mantids) to develop a picture of the creatures' evolutionary history.


The researchers concluded that termites should be classified as a family (Termitidae) within the cockroaches' order (Blattodea).


Dr Eggleton was not surprised by the results. He said the classification of termites was an ongoing debate that stretched back to the 1930s.


He added that disagreements began when researchers found some of the microbes in the guts of termites that allow them to digest wood were also found in a group of cockroaches.


"The argument has gone backwards and forwards because of differing datasets over the years," he explained.


"I think what we have done is produce the strongest set of data to date that termites are actually social cockroaches."
